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Study of Parathyroid gland function in normal pregnant women in
Tikrit city

Prof Dr. Mossa M. Marbut, Mena D. Mustafa, and Dr. Jawad A. Salih.
Dept. of Physiology, College of Medicine, Tikrit University.
Mosaal955p@yahoo.com

Abstract:

Background: During pregnancy, there an increase in calcium demands to helps building of fetus’s
skeleton, to met this demands the parathyroid gland secretes parathyroid hormone to maintain calcium
homeostasis. Aim of study: is determine the function of parathyroid gland and calcium turnover during
pregnancy in normal healthy pregnant women in Tikrit city. Subjects and methods: A longitudinal
follow up study was conducted in Ibn-Rushed health care center at Tikrit city. The study was done from
the 15™ of November 2016 to the end of March 2017. Thirty healthy pregnant women was participated in
the present study, aged from 18 to 40 years in their 15-18™ week of pregnancy. All pregnant women were
followed up every month, about 5 ml of venous blood was drawn from the pregnant women every four
weeks till the end of the 2™ trimester or the beginning of 3™ trimester. The blood lifted to clotted then
centrifuged to separate the serum. The separated serum kept in deep freezing, until collection of all
samples to be used in hormone and biochemical analysis. Results: PCV and Hb shows a highly-
significant difference (P < 0.01) among these three followed-up months. There is a highly-significant
difference (P < 0.01) in serum PTH in the three followed-up months. Prolactin concentrations were
significantly higher during the second trimester, in other hand there is no-significant difference in serum
osteocalcin concentration between the first trimester as compare with the second trimester (P > 0.05).
Serum calcium and phosphors shows a no-significant difference (P > 0.05) in the three followed-up
month of 30 pregnant women. Magnesium shows a significant difference (P < 0.05) in the results of the
three-follow-up month, while in ALP there is a highly-significant difference (P < 0.01) in the results, the

highest value in the 5" month.

Key word: Pregnancy, First and second trimester, Parathyroid hormone, Calcium, Alkaline phosphates.
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The requirement of calcium for

the growing fetus is about 30 gm of

: calcium to complete mineralization of
Introduction:
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its skeleton system and insure proper
physiological process. This
requirement generally induces
alterations in maternal homeostasis of
calcium to allow active transport

throughout placenta. @

There are several factors that
known to be involved in balanced
relationship between the large pool of
calcium in skeleton and the much
smaller pool of extra cellular fluid,
one of the important factors that
maintain the calcium and other related
minerals balance such as magnesium
and phosphate are hormones such as

parathyroid hormone (PTH). @

PTH acts mainly on three tissues
which are bone, kidney and intestine,
this hormone raises blood calcium
level (hyper calcium effect). PTH
stimulate calcium reabsorbtion in
kidney and also enhance
hydroxylation of 25-Hydroxy vitamin
D3 which responsible for increasing

calcium uptake by small intestine.

Finally in bone, PTH stimulates bone
resorption of serum calcium, this
process increase in pregnancy to met

the large demand for calcium.®

So PTH levels are inversely related
to calcium concentration in blood,
increasing PTH when there is an
increasing in calcium level, acting
through PTH receptor which is highly
in bone and kidney. The increases are
evident by early to mid pregnancy for
calcium by growing skeleton of the
fetus. In addition releasing of PTH
controlled by plasma phosphorus and
magnesium levels, any elevation in
plasma phosphorus levels increase

PTH secretion.*®
Aim of study:

Is to determine the function of
parathyroid gland and calcium
turnover during pregnancy in normal
healthy pregnant women in Tikrit

city.

Subjects and methods:
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A longitudinal follow up study was
conducted in Ibn-Rushed health care
center at Tikrit city. The study was
done from the 15" of November 2016
to the end of March 2017. Thirty
healthy pregnant women was
participated in the present study, aged
from 18 to 40 years in their 15-18"
week of pregnancy. All pregnant
women were followed up every
month, about 5 ml of venous blood
was drawn from the pregnant women
every four weeks till the end of the 2™
trimester or the beginning of 3"
trimester. The blood lifted to clotted
then centrifuged to separate the
serum. The separated serum kept in
deep freezing, until collection of all
samples to be used in hormone and
biochemical analysis. All data were
presented as Mean and Stander
deviation (SD). F test (One way,
ANOVA) was used to compare
between means of variables. P value
less than 0.05 or 0.01 was used as

significant value.

Results:

Regarding PCV there is a highly-
significant difference (P <0.01)
among these three followed-up
months, the 3" month of pregnancy
36.200 +2.295 % as compare with the
4" month 34.733 £2.212 and the 5"
month 33.333 = 2.294. As the same
as in Hb, there is a highly-significant
difference (P <0.01) among these
three followed-up months, the 3™
month of pregnancy shows the highest
value 11.777 £0.910 gm/dl as
compare with the 4™ month 11.050
+0.785 gm/d| and the 5" month
10.643 +£0.849 gm/dl, as shown in
table (1).

There is a highly-significant
difference (P <0.01) in serum PTH in
the three followed-up months, the 5"
month shows the highest value 40.73
+2.78 pg/mL as compare with the 4"
month 25.88 +1.73 pg/mL and the 3"
month 19.41 +2.16 pg/mL, as shown
in table2. Prolactin concentrations
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were significantly higher during the
second trimester 6464 + 439 pg/mL
as compared with first trimester 1920
+ 389 pg/mL (P <0.01). There is no-
significant difference in serum
osteocalcin concentration between the
first trimester 15.63 £ 6.54 ng/ml as
compare with the second trimester
16.229 + 4.7 ng/ml (P > 0.05), as

shown in table (3).

Serum calcium and phosphors
shows a no-significant difference (P >
0.05) in the three followed-up month
of 30 pregnant women. Magnesium
shows a significant difference (P <
0.05) in the results of the three-
follow-up month. The 4™ month
shows the lowest value 1.9000 £
0.1287 as compare with 5" month
1.97330.1230 and 6™ month 1.9833
+0.1234, while in ALP thereisa
highly-significant difference (P <
0.01) in the results, the highest value
in the 5™ month 170.97 + 44.03
ukat/L as compare with 4™ month
134.23 + 28.14 pkat/L and 3™ month

116.37 £ 31.21 pkat/L, as shown in
table (4).

Discussion:

In this study there was an anemia in
pregnancy due to iron and vitamin B,
deficiency which is most cause of
anemia in pregnant women, because
iron supplementation programs are
ineffective programs. Other
nutritional deficiencies and
inflammatory or infectious disease

also cause anemia. ©

In the present study, there is a
highly significant increase (P <0.01)
in the concentration in Parathyroid
hormone due to significant changes
that combine pregnancy changes in all
chemical parameters and hormones,
including the sex steroids, prolactin,
placental lactogen, and insulin-like
growth factor type 1, all of these
could have direct or indirect effects
on calcium and bone metabolism

during pregnancy. )
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Decreasing in total serum calcium
and rising in parathyroid hormone
may cause secondary
hyperparathyroidism in pregnancy,

this is a rare condition. ©

There was a profound increasing in
Parathyroid hormone during 2™
trimester of pregnancy, which is
indicate the elevated calcium demined
by maternal and fetus. This demined
may stimulates PTH release due to
changes in calcium-sensing receptor
(CaR) sensitivity of the parathyroid
gland during pregnancy. ©

Maternal calcium absorption
mediated through increases in PTH
synthesis rises during pregnancy to
meet these demands. Paralleling a
decline in serum albumin, total serum
calcium concentrations decline during
gestation, with little change in ionized
calcium. In response to placental
calcium transfer as well as an
expanding extracellular volume and

Increased urinary calcium loss,

maternal PTH concentrations rise

during pregnancy. ‘%

Prolactin increase during
pregnancy and activate prolactin
receptors. Prolactin concentrations
may increase throughout the course of
pregnancy, reaching a maximum at
the end of pregnancy, due to changes
in serum PTHrP during the course of
pregnancy, the pregnancy stimulate
increase in calcitropic hormone
concentration, which may lead to
primary mediator of the changes in
maternal calcium metabolism, but the
involvement of other factors cannot

be excluded. *V

Osteocalcin consider as a bone-
specific protein which released into
circulation due to increasing in the
rate of new bone formation. We
founded that serum osteocalcin
concentrations were moderately
increased at the second trimester.
Such changes are consistent with the

expected changes in maternal bone
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turnover during the course of
pregnancy: bone turnover is in limited
levels during early pregnancy, in the
second trimester bone turnover started
to elevated until it reaches the highest
level in third trimester. Other study

disagrees with our results. ?

Calcium fractional absorption
ratio may lead to normal levels of
calcium concentration from GI which
Is duplicates in the second trimester
and remains at the same level until the
end of pregnancy. The main reason
for this alteration of absorption is
increase of calcitriol due to the
maternal renal hydroxylase or
extrarenal sources of hydroxylase like

fetus kidney or placenta. ™V

The expanded intravascular space
during pregnancy may cause serum
total calcium, phosphate and
magnesium tend to be low. In
addition, calcium concentrations may
also have affected by the reduced

albumin concentration. However,

results all remain within the reference

range. ¥

In pregnancy there are high
alteration in ca homeostasis due to
the increasing demands of calcium
during pregnancy and lactation. In
late of gestation 2—3% of maternal Ca
is transferred to the fetus to meet
the high demands of calcium, also
during pregnancy there are an
increase in absorption of intestine

and bone turnover. ¥

The P and Mg levels conceder as
an additional regulatory control of
PTH releasing, decrease in the
formation of arachidonic acid and
activity of phospholipase are the ways
to increase PTH secretion in case of
plasma phosphorus levels is elevated
so the inhibition effect of PTH
secretion is removed. Elevations in P
levels can also affect PTH release
indirectly by decreasing plasma Ca*?

levels and vitamin D activation.
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The concentration of magnesium
in the serum plays consider as a key
role in PTH regulation, a moderate
decrease in magnesium levels may
stimulates a paradoxical block in PTH
release. In addition, any decrease in
magnesium levels may cause

hypertension in pregnancy.

Magnesium plays an important
role during pregnancy, pregnant
women tend to have low blood
magnesium level than non pregnant
because of increase demand for
mother due to growing fetus and
increase renal excretion, the loss of
magnesium in pregnant women 25%
higher than non-pregnant women due
to increase in GFR and haemodilution

in 2nd and 3rd trimester. "

In the present study, serum ALP
level had a highly significant
increased in second trimester
compared to the first trimesters,
which may show an increase in the

metabolism of bones, in other studies

the researchers had described this

status as loss in bone density. &

In pregnancy the most important
parameters are ALP and calcium,
which undergo a high alteration in
homeostasis hormones that may have
effect on these parameters in pregnant
women, as well as calcium related to
the building of fetus body. “* This
increase in serum ALP levels in
progressing of pregnancy may
indicate bone problems due to an
increase in calcium demands as a
results of new bone formation (fetus

growing). @

The physiological alterations of
pregnancy considered as adaptation
that occur normally in maternal body
to insure better accommodation of
embryo or fetus during pregnancy.
Calcium, the most abundant mineral
in the human body, has several
important functions. The significant
increasing of total alkaline
phosphatase (TAP) suppose there is a
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mainly stimulation caused by bone
origin. @V

This study concludes there was
profound increase in PTH secretion
during the second trimester as

compare with first trimester.
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Table (1) PCV and Hb differences during the three follow-up months of

pregnancy:
Parameters | PCV % Hb gm/dI

Subjects

3"" month 36.200 £2.295 a 11.777 £0.910 a

4™ month 34.733+2.212 b 11.050 +0.785 b

5™ month 33.333+2.294 ¢ 10.643 £0.849 ¢

P-Value 0.0002 0.0003

Table (2) PTH differences during the three follow-up months of pregnancy:

Parameters PTH(pg/mL)
Subjects
3" month 19.41 +2.16
4™ month 25.88 +1.73
5" month 40.73 +2.78
P-value 0.0001

12
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Table (3) Prolactin and osteoclacin differences during first and second trimester:

Parameters | Prolactin (pg/mL) Osteoclacin (ng/ml)
Subjects
First trimester 1920 + 389 15.630 = 6.54
Second trimester 6464 + 439 16.229 £ 4.70
P-value P <0.01 P <0.05

13
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Table (4) Biochemical parameters differences during the three follow-up months

of pregnancy:

NO 2

YEAR 2017

Parameters | Calcium levels | Phosphors Magnesium Alkaline
(mg/dL) levels (mg/dL) levels (mg/dl) | Phosphates
Subjects (kat/L)
3" month 8.7600 +0.4256 3.8703 +0.2136 1.9000 + 0.1287 | 116.37 +31.21
4™ month 8.5670+0.6950 | 3.8741+0.2118 | 1.9733+0.1230 | 134.23 +28.14
5" month 8.6733+0.5139 | 3.8221+0.2025 | 1.9833+0.1234 | 170.97 +44.03
P-Value 0.407 0.575 0.05 0.001

14
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Dr.Ismael Hadi challoob

ismaelhadi73@yahoo.com

Head of IT department \ Middle Technical University \Technical College of Management - Baghdad
Rasha Riyadh Mahmood

rashara9292@gmail.com

Middle Technical University \Technical College of Management — Baghdad\Information

Abstract

Digital images are used in several domains. Large amount of data is necessary to represent the digital images
such data needs large transmission bandwidth for the transmission over the network and also require storage
capacity. Hence the data in the images should compressed by extracting only the visible elements. The image
compression technique can reduce the storage and transmission costs. Image compression techniques should
also maintains the quality of images. This paper proposes hybrid image compression technique which combines
Discrete Cosine Transform (DCT) with Slantlet Transform (SLT). Several methods such as Discrete Cosine
Transform (DCT), is used for compressing the images. But, these methods contain some artifacts. In order to
overcome this difficulty and compress the image efficiently, a combination of DCT and SLT is proposed. Firstly
Transform the image to frequency domain by applying SLT and decompose it into three levels, then DCT is
applied on LL3.The results indicate that hybrid (SLT-DCT) technique offers superior compression performance
compared to hybrid (DWT-DCT) based approaches. Their performance is evaluated in terms of Peak Signal to
Noise Ratio (PSNR), Mean Square Error (MSE), UQl, SSIM and Compression Ratio (CR).

Keywords: Image compression, Discrete Cosine Transform, Discrete wavelet Transform
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Common characteristics of most images are that

the neighboring pixels are correlated. Therefore the most
important task is to find a less correlated representation of
image. The fundamental components of compression are
reduction of redundancy and irrelevancy. Redundancy reduction
aims at removing duplication from the image. Irrelevancy
reduction omits parts of the signal that will not be noticed by the
signal receiver namely the human visual system (HVS). Three
types of redundancies can be identified: spatial redundancy,
spectral redundancy and temporal redundancy. In still image, the
compression is achieved by removing spatial redundancy and
spectral redundancy [1]. Image compression involves reducing
the size of image data files, but retaining necessary information.
Two types of image compression technique lossy and lossless,
lossless compression is used with the applications that don’t
accepts any difference between the original and compressed data
such as medical images [2]. Lossy methods are suitable for
natural images such as photographs in applications where minor
loss of fidelity is acceptable to achieve reduction in bit rate [3].
Transform coding is the most successful and pervasive
technique for lossy compression, transformed from the spatial
domain to the frequency domain. The idea of using transform
coding is to transform the image into a new domain, where the
image coefficients are less correlated [4]. An effective
transform will concentrate useful information into a few low-
frequency transform coefficients; the HVS is more sensitive to
energy with low spatial frequency than with high spatial
frequency. Therefore, compression can be achieved by
quantizing the coefficients, so that important coefficients (low-
frequency coefficients) are transmitted and the remaining
coefficients are discarded [5].

2. Related Works

Numerous researches have been proposed by researchers for the image
compression process. In this section, a brief review of some important

contributions from the existing literature is presented.

Panrong, X. 2001[6] studied image compression with wavelet
transform. As a necessary background, the basic concepts of
graphical image storage and currently used compression
algorithms are discussed. The mathematical properties of several
types of wavelets are covered and the Embedded Zero tree
Wavelet (EZW) coding algorithm was introduced.

Wasan ,K. S. 2004 [7],This thesis was concerned with a certain
type of compression that uses hybrid technique which combines
differential pulse code modulation (DPCM) with wavelet
transform .The wavelet transform is applied to the difference
frame instead of direct application to the original images
because the different signal is almost nearly stationary.

Husen, H. H. 2006, [8] studied image compression with
multiwavelets transform based image encoder. A compression
example verified with wavelet-based transform once, then with a
multiwavelets-based transform on the same image. both wavelet
and multiwavelets are applied to each block of the image. Such
an implementation shows that Multiwavelets method is better to
the wavelet method in terms of image quality. After testing
several methods of multiwavelet transforms computation for
image compression the mixed method was chosen.
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Mohammed Hussien Miry, 2008 [9], studied new transform
“improved Ridgelet Transform, he used SLT instead of DWT in
the Ridgelet. A comparison was made with compression using
Ridgelet transform for different images. A high quality image
has been achieved for natural images. Simulation results indicate
that the improvement Ridgelet transform offers superior and
faster compression performance compared to the Ridgelet
transform based approaches.

Ali Hussien mary, 2010 [10], used Differential pulse code
modulation (DPCM) in slantlet transform and Run Length
Code for image compression. Apply SLT on each
component in the color image (after applying color space
conversion from RGB to YCbCr)and encoding Y
component by DPCM and encoding Cb and Cr with RLC.
The compression ratio and Peak Signal to Noise Ratio
(PSNR) are used as measurement tools. When comparing
the proposed approach with other compression methods
Good result is obtained.

Nushwan Y. Baithoon 2011 [11], proposed a hybrid
transform based on (DWT) and (DCT) with a new
enhancement method, which is the sliding run length
encoding (SRLE) technique, to improve the compression.
First step involves transforming the color components of
the image from RGB to YUV planes to acquire the
advantage of the existing spectral correlation and
consequently gaining more compression. DWT is then
applied to the Y, Cy and C; color space information giving
the approximate and the detail coefficients. The detail
coefficients are quantized, coded using run length
encoding (RLE) and SRLE. The approximate coefficients
were coded using DCT, since DCT has superior
compression performance when image information has
poor power concentration in high frequency areas. This
output is also quantized, coded using RLE and SRLE.
Test results showed that the proposed DWT DCT SRLE
system proved to have encouraging results in terms of
(PSNR), Compression Factor (CF) and execution time

when compared with some DWT based image
compressions.
Moh’dAli Moustafa Alsayyh, Dzulkifli Mohamad,

Waheeb abu-ulbaa 2013 [12], proposed hybrid technique
between DCT & DWT. The first step is segment the image
into background and foreground based, then divide the
image into 8x8 blocks, implement the DCT coefficients for
each block. & quantize the DCT coefficients based on
guantization table, and transform the output image using
DWT and apply another quntization table. PSNR and MSE
is better than the old algorithms and due to. Hence overall
result of hybrid compression technique is good.

Deepak Kumar Jain, Devansh Gaur, Kavya Gaur, Neha
Jain [13] 2014, presents medical image compression
technique using DCT and Huffman encoding. First divide
the image into blocks and apply DCT to each block,
quantize the DCT coefficients and encode it using Huffman
encoding. This technique is better performance compared with
many others compression techniques.

Zhou, Xiao, Yunhao Bai, and Chengyou Wang [14] 2015,
they proposed image compression scheme, based on (DCT). It’s
a hybrid method, which combines vector quantization (VQ) and
differential pulse code modulation (DPCM). This scheme begins
with transforming image from spatial domain to frequency
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domain using DCT. Then the block data is transformed into a

vector according to zigzag order, and then truncated. After that, 3. Theoretical side:
the vector is split into DC coefficient and AC coefficients. In this section, DCT, DWT, SLT and Hybrid DCT-SLT
After scale quantization, DC coefficient is coded using techniques are discussed.
DPCM. AC coefficients are coded using multistage vector
quantization (MSVQ). Then, entropy encoding is 3.1 Discrete Cosine Transform(DCT):
performed on index-tables and DC part, separately. The It’s the basis for many image and video compression algorithms,
experimental results show that, compared to conventional especially the baseline JPEG and MPEG standards for
VQ and DCTVQ schemes, proposed scheme has a better compression of still and video images respectively .The DCT
performance. has the property of compaction the most visually significant
Karthikeyan T, Thirumoorthi C. [15] 2016, they compared information of the image into few low frequency coefficients in
five image compression techniques to compress medical images. the upper left side and requires less computational resources
They used Fourier transform, DCT, WHT, KLT, and the [16].there is mainly two type of DCT: 1D DCT and 2D DCT for
proposed Sparse Fast Fourier Transform. The experimental N x N input signal defined as follow: [17]
results show that.
i) =205 S S w1y L)
ber !,j)—mB(L)BQ)Z)Z!M(x,y]cos T cos[ T
x=0y=
where
1 "
H{u}zjﬁ if u=0
|_ 1 if u=0

M (xy) is the input data of size xxy. The input image is divide into 8X8 blocks then applying the 2D-
DCT on the blocks, DCT coefficients are then quantized using
an 8x8 quantization table where parts of compression actually

occur, the less important frequencies are discarded, hence the filters will have highest frequency equal to half of the original
use of the lossy. Then the most important frequencies that according to Nyquist sampling this change in frequency range
remain are used retrieve the image in decomposition process means that only half of original samples need to kept in order to
[18].Figure.l illustrate the whole procedure. perfectly reconstruct the signal. At every level, four sub-images

are got: one approximation and three detail (LL, LH, HL, and
HH) as illustrated in figure (2) [20]. Then all the coefficients are
discarded, except the LL coefficients that are transformed into

B 00T [ | quntion || s [ e the second level. These coefficients are then passed through a
constant scaling factor to achieve the desired compression ratio.

The DWT is usually implemented in form of an iterated filter

bank, where a tree structure is utilized. Hence, the component

IPEG Entropy filter branches rely on product form of implementation

LEl [ 2DIOCT [ Dequantizativ || decoding [15]. Following figure 3 is an illustration of Two-scale Filter

bank and an Equivalent of DWT. Here, F[z] is the high
4 frequency component, and H[z] is the low frequency

’ component. For data reconstruction, the coefficients are rescaled
Figure (1) Block diagram of the JPEG-based DCT and padded with zeros, and passed through the wavelet filters.

Reconstructed image

compression .wavelet analysis use multiresolution analysis
(MRA) technique of signals [19] that divide information of
image into approximation and detail parts, were set of high pass
filter & low pass filter applied to image. if the signal is put
through high pass filter and low pass filter then the signal is
decomposed into two parts a detail part (high frequency) and the

approximation part (low frequency), the sub-signals produced 1L HL HL
from low

LH HH

LH HH
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Figure (2) two level decomposition wavelet transform
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Figure (3) two-scale filter bank and an equivalent structure
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DWT [19].DWT requires a large number of iterations to achieve
a discrete time basis for an optimal result [18]. Therefore
Slantlet transform (SLT) is adopted in this paper because it is
not based on iterated filter bank; instead, it is based on a filter
bank structure where different filters are used for each scale;
hence, the component filter branches do not rely on any product
form of implementation and it possesses extra degrees of
freedom. For a two-channel case the Daubechies filter is the
shortest filter which makes the filter bank orthogonal and has K
zero moments. For K=2 zero moments the iterated filters lengths
equal 10 and 4 but the Slantlet filter bank with K=2 zero
moments has filter length 8 and 4. Thus the two-scale Slantlet
filter bank has a filter length which is two samples less than that
of a two-scale iterated Daubechies-2 filter bank. This difference
grows with the increased number of stages. Each filter bank has
a scale dilation factor of two and provides a multi-resolution
decomposition. The Slantlet filters are piecewise linear. Even
though there is no tree structure for Slantlet it can be efficiently
implemented like an iterated DWT filter bank. Therefore,
computational complexity of SLT is of the same order as of
DWT, but SLT gives better performance in de-noising and
compression of the input signals [21].

4. The proposed hybrid technique:

The purpose of the hybrid SLT-DCT technique is to exploit the
properties of both SLT and DCT. The technique begins with
selecting original image of size 512x512 or any resolution and
converted into the transform domain using three level of SLT, in
each of these three levels low frequency coefficients (LL) are
passed to the next stage where the high frequency coefficients
(HL, LH, and HH) are quantized and remove zeros from it. Then
DCT is applied to LL3 of the third level to achieve a higher
compression liner quantization (uniform) is performed. In this
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stage, many of the higher frequency components are rounded to
zero. The quantized coefficients are then encoded using
Arithmetic coding (ALT).Then the image is reconstructed by
following the inverse procedure. During inverse SLT, zero
values are padded in place of detailed coefficients [22]. The
block diagrams are given in Fig. 4 & 5 below that represents the
flow of the abovementioned methodology. The high frequency
component is reduced using quantization factor its default range
between [0.01 - 0.1] the reconstructed image will be degraded
(blurred) if Factor greater than or equal to 0.1, then eliminating
zeros form each sub-band, and compress each sub-band by
Arithmetic Coding. DCT is applied on LL3 sub-band its
component is reduced using liner quantization factor with range
[0.005-0.01] its default value "0.01" is divided by low frequency
LL3 component, and then compress it by Arithmetic Coding

cowhrszzeq y1s

| 7hbk snpwenc cogmuE (91 1) |

1 {

| Gryugssgon ¢ scroz Lemos WE | | 7hbik pCl #rmwen dnsugssgon

I

| THIY HI'THHI THY HI'3'HH3 | IT3 |

S

| yhbfi [ pres reLefz 2l L |

I

COMLELLEER [0 (LY. 2c9[6 T Ee

f

To¥qECB [Wake




JOURNAL OF MADENT ALELEM COLLEGE VOL 9 NO 2 YEAR 2017

LLIHL3
I LL3HL3
LH3HH3 HL2
HLI (Zeros) LEs pEy AL
LR HR? Figure (4) A flowchart of the proposed hybrid technique
Image [ -
LH2 HH2
LHI (Zeros) HHI (Zeros)
LL3HL3
L + (HLS, LH3, HE) ¥ liminating Zeros form
LE HH3 HL2 Figure (5) a he Matrices
__--"—':::_::::::L. .
e T ELEER) |
Quantization
" o+ ALT to compress each sub hand
(L2, LE2, B2) &ELALAHRY
Figure (5) b
Limer
LL3 79 DCT | quantization ALT

Figure (5) c — Compression technique
1.1 MSE: mean squared error it is another performance

1.

MSE = % >0 G 5) — K6, )

5. Performance evaluation parameters

Image quality assessment based on error sensitivity
A natural way to determine the fidelity of a recovered
image is to find the difference between the original and
reconstructed values. Two popular measures of

distortion are:
m—1n—1

i=0 j=0

. Q)

evaluation parameter of Image Compression
Algorithms. It is an important evaluation parameter for
measuring the quality of compressed image. It
compares the original data with reconstructed data and
then results the level of distortion. The MSE between
the original data and reconstructed data is:

Where | (i,j) is the original image of size ixj, K(i,j) is the reconstructed image of size ix;].

12 PSNR: It is the most popular tool for the measurement of the compressed image and video. It is simple to compute. The PSNR in decibel is evaluated as follows [23]:
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MAX3

PSNR — 10 - ]Oglo m cee (3)

2. Compression Ratio

The most popular metric of performance measure of a data compression
algorithm is the compression ratio. It is defined as the ratio of the number of

uncompressed data
CR =

compressed data

Sometimes the space savings is given instead, which is defined as the reduction
in size relative to the uncompressed size:

/ Compressed size
saring spoce =|:1 - — = 100%
v uncompressed size

.. universal Quanty vieasure (UQI):

Wang and Bovik [25], developed a mathematical approach to calculate the
image quality measure by having access to both the original image and distorted
image as follows:

o, 2% 200,

o= .. (5)

o0, (FV(F) o’ +0,”

Where (x) is the base image intensity values and (y) is the distorted image intensity values
with respected mean and variances:

14 1<
= E L i {ﬁ:l . F:E Z:. ...|:._-":I ,

N
. 1 i .
LT_.;. = m-zltx: _f}_ van :\_8} 1

algorithm uses 8x8 windows and will make a map of the SSIM
values. The average of the obtained SSIM map will provide the
quality measure as follows:

M
MSSIM(X.Y) = %ZS‘SLM (x;,y;). - (3)
M “5

Where M is the number of steps depending on the size of the
image. The higher values of MSSIM will provide a better
quality of the distorted images.

6. Experimental results
The proposed (SLT-DCT) technique and (DWT-DCT) are
implemented using Matlab 2016. The techniques applied on

bits to represent the original data to the number of bits to represent the
compressed data [24].

1 | L
I=—" N (v. =209,
% .-‘a-‘—-lz:“ 77 (9)

N
. 1 . . -
7= mz_l‘«ff —- Dy =) .. (10).

In this algorithm there is a sliding window of size 8x8 which will slide the 8x8 portions of

distorted image on the corresponding areas of the base image and calculates Q in this
Equation. This will provide a map of Qs and the average value of this map will provide us
the quality measure as follows:

1 A
Q—EIZ:;_Q}-. .. (1)

where M is the number of steps depending on the size of the image. The higher
values of Q may indicate a better quality for the distorted image.

3.2 Structural Similarity (SSIM):

Wang et_al [25,26] developed a Structural Similarity (SSIM) quality measure
method which is considered as the full original image quality measure. In this
method Wang improved the (UQI) and hence calculated the image quality measure
as follows:

(207 + (20, +22)

Ssimixv) =

——— = w127
(Txt+Fy +eod(oy +oy+c 7

i‘még'es), and K>1 is a small constant. Also x is the orii]inal image and y' is the
distorted image intensities. This

gray scale images with dimension (512*512) and (256*256).
Original and reconstructed images are also shown in table 5.
Table No.1 shows different compression ratio and the PSNR in
dB of different gray images. The proposed technique increased
the CR, PSNR, SSIM and UQI over the other technique (DWT-
DCT). The results revealed that average PSNR value of more
than 43dB was achieved, which is considered very high, the file
size reduced from (786432 byte) to (29494 bytes) in the
proposed technique and reduced to (46917 byte) in the other
technique. In our work the time required to compute (SLT-DCT)
is 16.085sec while in (DWT-DCT) is 33.624 sec, this means that
the proposed technique is better than the other technique

Table (1) CR, MSE and PSNR values obtained using hybrid (DWT-DCT) & the proposed technique
(SLT-DCT) for image dimension (512*512).

Image Transform Uncompressed file size Compressed file size CR MSE PSNR
DWT-DCT 786432 bytes 46917 bytes 16.762 18.6384 35.4607
1
Proposed(DCT-SLT) 786432 bytes 294
Table (2) SSIM ,UQI and saving space values for image dimens
5 DWT-DCT 786432 bytes 358
‘ Image Transform SSIM
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Table (3) CR, MSE and PSNR values obtained using hybrid (DWT-DCT) & the proposed technique
(SLT-DCT) for image dimension (256*256).

DWT-DCT 196608 bytes 15381 bytes 12.782 28.5795 33.604
1

Proposed(SLT-DCT) 196608 bytes 14036 bytes 14.007 11.5024 37.556
) DWT-DCT 196608 bytes 14067 bytes 13.976 21.4319 34.854

Proposed(SLT-DCT) 196608 bytes 11833 bytes 16.615 4.7238 41.421
3 DWT-DCT 196608 bytes 12923 bytes 15.213 21.483 34.843

Proposed(SLT-DCT) 196608 bytes 12699 bytes 15.482 7.4334 39.452

Table (4) SSIM ,UQI and saving space values for image dimension (256*256).

DWT-DCT 0.81746 0.63198 92%
1

Proposed(SLT-DCT) 0.93866 0.82229 92%

DWT-DCT 0.83945 0.70461 92%
2

Proposed(SLT-DCT) 0.95597 0.90105 93%
3 DWT-DCT 0.82236 0.68424 93%

Proposed(SLT-DCT) 0.94581 0.86725 93%

25



JOURNAL OF MADENT ALELEM COLLEGE VOL 9 NO 2 YEAR 2017

Table (5) compression of different gray image

Image Original Image SLT-DCT DWT-DCT

aaaaaaaaa — —_—;—S;§S§;,,
Compressimage || | | Compressimage
77829 use | 18638
T8 3925 NR | 354607
7864 i 26664 167622
’’’’’’’’ 9¢ Flesize | 46917
si 084784
7407 ol -
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. Conclusion

In this work the (SLT-DCT) technique has been applied
for compression of gray images. The SLT is an
orthogonal DWT and provides improved time localization
than DWT. It uses different filter for each scale to get
different information for input signal. It is observed from
the results that the hybrid SLT-DCT algorithm for image
compression has better performance in quality wise and
performance wise compared to DWT-DCT. The
Figure (6): Compression Program interface
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Using Laplace Transformation Technique to solve boundary value problems
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Abstract:

In this paper, applying Laplace transform technique will
be discussed and to solve partial differential equation with
boundary conditions that have significant importance in
engineering and physical applications, where two kinds of
partial differential equations were solved using these
transformations on both sides of the equations then applying
the boundary equations to find the general solutions.

Keywords: Laplace transform, Partial Differential Equations,
Boundary Value Problems.
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Introduction:

In various areas of science and

engineering we  might use Laplace

transformation technique to solve our

problem because it is very powerful
mathematical tool [7]. It can solve initial value
problem in ordinary differential equation,
initial value problem and boundary value

problem in partial differential equations.

There is no general method to solve
P.D.E [6], but some boundary value problem
might be faced, that can be solved using
differential transformation [4], and, Laplace
transformation method is applied to the time
domain [3]. It can solve O.D.E. and P.D.E.
because it can transfer O.D.E. to algebraic
equation as well as transferring P.D.E. to
O.D.E., furthermore, Laplace transformation
when facing an infinite domain, it can handle
the boundary condition effectively [5].

1. Laplace transformation technique

The immediate Laplace

transformation formula for a function
f(t) be a function defined for

(0 £t = c0), then f(t) wil

have the following Laplace integral:

Iy feye=at,
which will be denoted L ltf [t]] 1
]

1.1 Theorem 1: if f[t) have an

exponential order and is
piecewise regular on [G,D::l]
and exponential order, then for
any value of 5 which greater

than the abscissa of convergence

of f [t) , the

fnm f(t)e™fdt  converges,
(1).

integral

29

2.

1.2 Definition: The improper
integral fnm F(s,t)dt is said
to be converge uniformly over a
given set 5 of 5 values of a given
any £ = {, there exist a
number B, depending on £ but

not &, such that

) F(s.t)dt| <& for

b = B andall 5intheset §

1.3 Theorem 2 if f[t] is piecewise

regular and of exponential order
with abscissa of convergence

iy, then for any number

Sg = g,

L{f(t)} =
I, fe)e™"at

uniformly for all

Converges
values of 5 such that 55 = @y,

J[1].

Some Properties  of Laplace

Transformation [2]
2.1 £ is a linear transformation

where the sum between functions
will be:

fnm e flaf(t) +
Bg(t)ldt =
e fnm e I f(t)de +

B Bg(t)dt

Whenever both integrals

converge for 5 = .
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{af () + Bg (D)}d F(s) = 57
Liaflt) + g t t= . g4—y
al{f()}+ pLigle)} = . _Acc?rdmg to table (1)
aF(s) + BG(s). L7'F(s) = sinh vt

After solving this example, it can be
noticed that the true difficulty

2.2 Theorem: Transform of a regarding the application of Laplace

Derivative [2 . . ' '
= p (n-1) transform is to obtain on inversion
—1]
I ff e f ‘are criteria.

continuous on [U, DG) and are
of exponential order and if
f{’.rﬂ . . . .

© is piecewise-continuous

on [0, ca), then

c[f™ ()] = s"F(s) —
Sﬂ_lf[ﬂ} _ Sﬂ—Zfr[U) _

Fm=t(0).
2.3 Example: consider the following
problem:
fer — vzf =0
flo) =
) =v

Solution: Apply theorem 2.1

L(f,, —vif) = c(0)
We know that L is

linear
a Lf +0°LF =0

s°F(s) —sf(0) — f.(0) —
v F(s) =0

Substituting initial
conditions

s°F(s) — v —v?F(s) =0

(s =) Fls)=v
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Table 1: table of Laplace transforms

f(x) F(x) a(s =a
! 1
S
2 Est 1 a
sS—a
o lt"(n=1,2,...) n!
Sn+1
Y the% (n=1,2, n! a
(S _aj‘]‘l+1
5 sin kt k
s+ k“
6 cos kt 5
s+ k“
7 sinh kt k |k |
SQ _ k?
8 cosh kt s |k |
SQ _ k?
° e~ gin kt k —a
(s +a)*+
10 e~ cos kt k —a
(s+a)®H
1 N VT
z Sg
12 i ‘\]"’E 0
‘V{rf g

Application
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Example 3.1: Let the mathematical model of the displacement f(x, E] of point in a string that has a length L at

rest with fixed ends, and a force FﬂsinhMt., was applied at initial

Of _ 2%f | Fosinh wt 3.1
at? dx?

fl0,6)=0, t=0 3.1.1
f(Lt)=0, t=0 3.1.2
f(x,00=0, 0<x<L 3.1.3
ﬂ='D, 0<x <L 3.1.4
at

To begin, take the Laplace transform equation to obtain

s?F(s) = sf(0) = £:(0) = c* - E{f}+

5242
By applying the boundary conditions ( 3.1.1) and ( 3.1.2 ), the following equations becomes:

Cub

2 . 2 az{x,s:]
s“F(x,s) =¢ " +F‘332+m2’ D<x <L
Or
g%F _ s* —__ Ffow
e =Ff:(0)= YIS O<x<L

This is now an ordinary differential equation that is subject to the transformed condition:

F(0,s) =0 3.2
F(L,s)=0 3.3
The homogeneous solution to this equation is
=3 .
F(x,s) = Aec” + Be ¢

A particular solution can be found by assuming that Fxl’ = 0,.This will g‘iVE
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F
SE(SE —_ ME]

F(x,s)=

Therefore, the general solution will be:

F(x,s) = Ae =¥ + Be—* 4+ — 2%
x,s) = Ae e 2 — o)

Applying the boundary conditions ( 3.2 ) and ( 3.3 ), the following equations are obtained:

F,w s, _s, Fow
0=4+—7F— TN 0=Aec +Be ¢ +—— >
s°(8° —w*) s°(8° —w*)
A Fw
.5'2 {:.’5'2 _ mz]
F.w 2sL F

B = e c —

s?(s? —w?) s2(s? —w?)

Hence,

F.w s E w
U(x,s) = — - ec” + - g c”
( ] SQ(SE mzj 32(32_&}2]
5 5 F
X (—1+ec’“)e &+
(s —w*)

Example 3.2

Now, consider what might be referred to as one dimensional wave problem:
d%u d%u
() =c’—— (1) +cos(mx), 0<x<1, t=0
dt dx

u(x,0) =0, u(x,0)=0
u(0,t) =0, u(l,t) =10

By applying the Laplace transform for the equation, and the conditions must be used, to get
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d2U COS TTX
P (x,5) =s*U(x,5) — sulx,0) —u,(x,0) —

COSTTX

=s2U(x,8) —

The ordinary differential equation, which is non homogeneous with constant coefficient must be solved.

d?U COSTTX
Wf_x, s)—s*U(x,s) =

Once again

Ulx,s) = Up(x,s) + Uy(x, s)

Where [J;, (X, §) is the general solution of the homogeneous problem:
U.(x,s) =c,e™ +c,e™™

Where U, (X, 5) is particular solution of the non-homogeneous problem:
U,(x,s) = Acos(mx) + B sin(rx)

Use the undetermined coefficient method to find A andB,where;

I U,(x,s) = —wAsin(mx) + nB cos(mx)
2

——U_(x,5) = —m?Acos(mx) + m* B sin(mx)
dxz o

Therefore

dz
— U, (x,8) — 52U, (x,8) = (—m? — s?)[Acos(mx) + B sin(mx)]
dxz v p

CCIS':H.’)C:]

=

Which will lead to the following:

—(s?+ 7B =0 and —(s*+m*)A= —i,
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So that

B=20 L
o s(s?+m2)
Where;
cos(mx)
Up(x,8) = 2
s(s?+m?)
And
cos(mx)

Ulx,s)=ce + 67 + ————

(x,5) ' : s(s?+m?)

Next by applying the BCs to find £qand C»

1

=—F ; ¢,=10
s(s?+ m?) :

€y
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(. s) g cos(mx)

sulx, s) = -

! s(s?+m?) s(s?+m?)
onclusions:

Laplace transformation technique is a practical tool to solve P.D.E. with initial
boundary value problems, and it might give strong motivation to consider solving all kind of
P.D.E. with boundary value condition like heat equation in one or two dimension.
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Abstract

This paper deals with the problems which may occur during transient state in pumping station
in which pressure changes temporarily so much due to power failure that the network in pumping
stations are damaged. A computer program was developed based on method of characteristics
discussed by Chaudhry [1]. Some improvements were done in the technique used to meet the
requirement of any problems may be take place in pumping stations. The developed program was
applied to pumping stations in "Al-Mazak closed irrigation system™ to treat the water hammering
caused by power failure or sudden shutdown of the end valve. The results are presented for different
assumptions and the suggested solutions to avoid any problem may be happened.

Key wards: water hammer, transient state, characteristics method, power failure
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1- Introduction

Hydraulic transients occur when the
steady state conditions change with time due to
power failure or sudden shutoff of the end
valve. A disturbance in steady state conditions
take place at the point of disturbance, a
pressure wave will travel and will be reflected
back boundaries such as the valve, until a new
steady state was reached, so that piping
networks should be designed to withstand the
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positive and negative pressure caused by
transient condition.[1]

The aim of this study is to derive the
equations governing the different boundary
conditions in any pumping station, and then
formulate a mathematical model for the project
"Al-Mazak closed irrigation system"”, based on
these equations of the transient state and the
boundary conditions in which the method of
characteristics was used for solving these
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equations. The model is then used to account
the maximum and minimum pressures occur
during the transient state caused by power

failure or sudden end valve shutoff, when no
control devices such as by-pass, surge tank, or
control valves are available.

Table (1) Basic Design Data for Modules

Item Description Unit PS#1 PS#2 PS#3
1 Design flow rate m*/sec 0.352 0.652 0.652
2 Number of pumps
a- Total 5 5 5
b- Operating
c- Stand-by 4 4 4
1 1 1
3 Pump rated capacity m?/sec 0.088 0.163 0.163
4 Head m 35 35 35
5 Natural ground level at PS m 15.3 13.29 14.65
6 Natural ground level at suction side m 12.6 11.99 1251
7 Natural ground level at discharge side m 16.08 14.49 16.15
8 Pump speed rpm 1450 1450 1450
9 Motor speed rpm 1450 1450 1450
10 Rated motor power kw 36.9 69 69
11 Motor inertia WR? kg.m’ 29 33 33
Pump and motor inertia 33 37 37
2- Non return valve side, is higher than the head upstream the valve

Each pump in "Al-Mazak closed

irrigation system™ is provided by a non return

valve at its discharge pipe. The operation of

this valve is such that it close whenever the

head downstream the valve on the pipeline

on pump side, thus preventing reverse flow

through pump. Closing the non return valve

will isolate the effect of the pumps on the

boundary condition.[2]
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Figure (1): Schematic diagram of pumping station

3- The Mathematical Model
The pumping stations layout shown in figure 1 and pumps specifications are listed in table 1.
The mathematical model based on the application of the transient state equations in elastic pipes. These
equations are based on Newton's second law of motion and continuity equation. The assumptions are
found in literature on fluid transient Chaudhry [1], Wyile and Streeter [2], and Paramakian [3].
The equation of motion can be written as

13F fw fv , Fvivl _
p dx EPIFRE sing w0 @)
And the continuity equation is
a? dv | @F " dv __ ’
p dx at dx @

The two equations form a pair of hyperbolic differential equations in two independent
variables, distance x and time t, and two dependent variables velocity V and pressure P.

In equations (1) and (2) the variables: unknown and no satisfactory method for
wave speed (a), fluid density (p), pipe diameter calculation the friction factor during transient
(D) and friction factor (f) are called system state available. It has become common practice
parameters and do not change with time, and that the same formulas for evaluating friction
they may be a function of distance (x), fluid factor in steady state are assumed to be valid
properties, flow conditions and pipe properties. during transient state. In dealing with the
It is well known that the friction factor varies transient problems Chaudhry [1] and Streeter
with the Reynolds number and the relative & Wylie [2] considered the variation of the
roughness. Many formulas for calculating the friction factor with Reynolds number during
friction factor during the steady state are transient is to be small, and use constant
available, while the variation of friction factor friction factor equal to the steady state friction
with the Reynolds number (Re) and the factor, in the transient state. The wave speed
relative roughness during transient state is (@) in an elastic pipe is a function of the bulk
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modulus of elasticity of fluid, the elastic thickness, pipe diameter, density of the fluid
properties of the pipe walls, pipe wall and the pipe support conditions.[4]
aF v
Parmakian [3] shows that the convective acceleration term 7 P and ¥ . in transient flow

equations (1) & (2) are very small compared with the local acceleration terms and may be neglected. In
addition when dealing with a piping system having a small angle of inclination with horizontal and the
term (g sin 0) is very small and can be neglected.

The equations (1) & (2) can be written in terms of piezometric head and discharge as
dependent variables. The pressure and discharge are:

P=pg(H—z) ®3)
and

[

a7
[

(4)
8
Since the slope of the pipe is neglected, then ﬁ = 0. Liquid density variation with pressure is too

small and can be neglected. Hence, the partial derivatives of pressure with respect to time and distance

become:

gr BE

2. P95 ®)
And

gr BE

. P9 (6)

If the pipe walls are considered slightly deformable, then the variation of pipe cross section area (A)
due to the variation of pressure may be neglected, and the partial derivatives of velocity w.r.t distance
and time can be written as:

de _ 127
ax Adx Q)
And
de _ 127
3 e ®
Incorporating the above simplifications in transient flow equations (1) &(2) can be rewritten as
30 a3, AU _, €)
8t B 204
And
aH a® 8
rr iy Q_A P 0 (10)
Equations (9) & (10) governing the differential equations to find their numerical
transient state in elastic pipes and they are solutions. For a system of hyperbolic partial
quasi-linear hyperbolic partial differential differential  equations there are two
equations. These equations cannot be solved characteristic directions in the x-t plane in
analytically. A numerical technique however which the integration of the partial differential
made accurate methods for analyzing the equations is reduced to the integration of a
transient state conditions in simple and system of ordinary differential equations.
complex piping systems possible. The method The advantages of this method are
of characteristics is the one most widely used that it is a method of solution which allows the
in solving transient problems. direct inclusion of friction losses. It affords
ease in handling the boundary conditions and
4- The Method of Characteristics in programming complex systems. It is a
The method of characteristics utilizes general method, i.e., the program once written,
a special property of hyperbolic partial may be used for analyzing any system having
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the same boundary conditions, and the
transient state conditions obtained by using
this method are close to the actual situation.
The only restriction in this method is that the
flow must be one dimensional; the wave speed
is constant during the transient state and the
time increment chosen to satisfy the stability
conditions.

The two quasi-linear, hyperbolic,
partial differential equation (9) & (10) are
transformed by the method of characteristics in
to four ordinary differential equations which
are solved numerically using Newton Raphson
method.[2]

5-  Power Failure to Pump

When the power to a pump motor is
suddenly cut off a rapid deceleration in the
speed of the motor and pump will take place
immediately and cause a rapid change in flow
condition. As a result of this change a low
pressure wave will be transmitted in the
discharge pipe and a wave of high pressure
will transmitted in the suction pipe. After a
short time the flow in the discharge pipe will
be reduced to zero and reverses through the
pump. If it is not provided with a non return
valve, causing reverse rotation to the rotating
elements will takeplace. As the speed of the
pump increases in the reverse direction, it
causes greater resistance to the reversal of the

H
T Constant

N
I.',!_D:: = Caonstant

—
i

= Constant

nrl I

oy

flow, which causes high pressure to develop
upstream of the pump and low pressure
downstream of the pump. These pressures
accompanying the transient state which
follows the power failure in centrifugal pump
system are the most extreme that the system
must withstand.

The pump operation at pumping
station, before and after the power fails may be
divided into three zones as follows:[5]

1- Normal pumping zone, where the
pump is operating at normal
conditions. In this zone the discharge,
head, speed, and torque are
considered positive.

2- Energy dissipation zone, where the
discharge is negative (i.e. reverse
flow) and the pump speed and torque
are still positive.

3- Turbine zone, where the speed,
discharge, and torque are negative.

When dealing with the transient states
for a system involving pumps, the relation
between the pump discharge (Q), speed
(N), torque (T), and head (H), under
different operating conditions must be
taken into consideration. For a given
geometrically ~ similar ~ pumps  the
homologous relations may be presented
as:[2]

(11)

When restricted to particular unit, the diameter of the impeller is considered a constant then

H
F = Constant

= (onstant

Qala

— = Constant

L
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By defining the non dimensional parameters

a=N/N,, B=T/T, ,v=0Q/Q,

and h=H/H,

(13)

In which the subscript r refers to the rated conditions and the equation (12) can be written as

h/a? = const. , o/v = const. ,

In order to avoid having h/az, a/v, and
B/o® reach infinity when «, and v equal to
zero, h/(a’+v®) are normally used instead of
Wo?, B/(oa’+v?) instead of P/o? and 6= tan™
(o/v) instead of o/v. If h/(a®+v?) is plotted as
ordinate against 6= tan™ (a/v) as abscissa, the
resulting curve is termed the complete
characteristics head curve. Similarly, if
B/((x2+v2) is plotted versus 6= tan™ (a/v) the
resulting curve is termed the complete
characteristics torque curve. These two curves
are used to determine the relation between
pumps discharge, speed, torque, and head
during different operation conditions[1].

Pumps manufacturers usually supply
the characteristics curve of normal operation
zone and very few of them supply the
complete characteristics curve. If these curves
are not available for a pump, then the curves
for a pump of the same type with
approximately the same specific speed may be
used. In case study presented in this work ( Al-

5.0

and

B/o? = const.

(14)

Mazak closed irrigation system) the complete
characteristic curves of the plant pumps whose
specific speed is 5.1 were not supplied by the
manufacturer. The curves used were those of a
pump specific speed 4.94 stating that they are
sufficiently close to those of specific speed of
5.1 that their use is acceptable.

To use pump characteristic curves in a
mathematical model, points on the curve are
stored at intervals of A® from 0° to 360° .Each
segment of the curve between two points may
be approximated by a straight line. If a
sufficient number of points are stored, then the
error introduced by the segmented straight
lines is negligible. Figures (2), (3), (4), and (5)
show the characteristic curves for the pumps
used in Al-Mazak closed irrigation system.
The data used to plot figures 2 to 5 were taken
from the data sheet supplied by pumps
manufacturing company [8].

P
4.5 =
E
4.0 =
E
3.5-
E
3.0
E
25
E
2.0
E
1.5
E
1.0 =
E
0.5 -
E
0.0 =

(hio’+)

E
-0.5 =
E
-1.0 =
E
-1.5 =
E
-2.0

T
150

T
180

T T T
210 240 270 300

9:tan’1(a/v)

Figure (2): The characteristic curve for head in pumping station # 1
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Figure (3): The characteristic curve for torque in pumping station # 1
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Figure (4): The characteristic curve for head in pumping station #2 & 3
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Figure (5): The characteristic curve for torque in pumping station #2 & 3
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6- Pump speed change
Speed change of the rotating elements of a pump following power interruption or
pump start, result from unbalanced torque applied which is equal to the product of the mass

moment of inertia of the rotating elements and the angular acceleration[6,7]

Im dN
T= _IE v (15)

Where I= Combined moment of Inertia= W R?/ g
W= Weight of rotating parts.

R= Radius of Gyration of rotating parts

— — =angular acceleration
&0 dr

Equation (15) may be written in a dimensionless form as

Im Np d
g=—-1=22= (16)
£0 Ty dt
Using an average value of B during each time step, the finite difference form of the above equation
becomes

Go— 0T B+ 5,
T n

)

For programming usage, the equation of the torque curve may be approximated and stored in the same
way as shown in section 4 .
7- The equation for surge tanks
Derivation of the equation representing the surge tank boundary condition, with the flow

considered positive into the tank, the following equation may be written as

EP = HP_ }ll.'.-‘i"f

Z,=H, — Cm'me'|Qu3|

Where
Z,, = water level in the surge tank
hors = Cors Qp3|Qp3| = head loss through the orifice
Coi¢ = orifice head loss coefficient
Qps = flow into the surge tank
8- Application of the model System parameters are those variable

8.1 System parameters that may change with distance and
remain constant with time. They
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include pipe diameter, fluid density,
friction factor, and the speed of a
pressure wave in the system.

The choice of pipeline
friction factor was discussed early in
this work. In transient analysis of a
system two extreme cases are critical.
For pump failure, a new pipeline with
lower friction factors is the critical
case while the aged pipeline with
higher friction factor represents the
critical case for pump start-up. Pipe
roughness height, k, is generally taken
as 1.5 mm for the aged steel pipe. The
roughness height for the new pipe
depends on the material,
manufacturing, and method of
connecting pipe segments. Precise
information are not available on these
and it seemed prudent to investigate
the friction factor for a range of k
values from 0.06 mm to 0.15 mm for
the new pipes. Miner losses were also
taken in the consideration and the
equivalent friction factors are 0.014
and 0.021 for new and aged pipes,
respectively. In (Al-Mazak closed
irrigation system) pump station No. 1
is 0.018, and for pump stations No. 2
& 3 are 0.022.

The speed of pressure wave
in the pipe is a function of fluid
density, and bulk modulus of
elasticity, pipe diameter and wall
thickness, pipes Young's modulus,
and type of supporting. Using typical
value of the bulk modulus and
Young's modulus the wave speed is

about 960 m/s[2]. The value of wave

45

speed and time increment, At,
determine the number of reaches into
which a pipeline is divided for
computational ~ purposes. It s
therefore customary to adjust the
wave speed by up to +/- 15% in order
that an integer number of reach is
obtained. In this case it was only
necessary to adjust the speed down to
900 m/s. this allowed using 8 reaches,
each 250 m long, and a time interval
of 0.25 seconds in pipeline for
pumping station No. 1 and 5 reaches
each 195 m long, and time interval of
0.15 second in pipeline for pumping
stations No. 2 & 3.

8.2 Pump characteristics

curves

Transient analysis of pumping
station requires characteristics curves
covering pump operation in four
quadrants representing 6= tan™ (a/v)
values from 0 to 360°. Manufacturers
usually supply the curves of normal
operation zone, 0=0 to 90° and it is
customary to choose from few
complete characteristic curves that are
published in  the  engineering
literature. Chaudhry [1] has published
the complete characteristic curves of
four pumps whose specific speeds are
0.46, 1.61, 2.78, and 4.94. the specific
speed can be calculated using the

following equation

| — Vg o/ ¥R
N, = \OLTS

s (g Hg)

(18)
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The pumps of (Al-Mazak closed
irrigation system) have Hg=35 m,
Qr=0.163 m’s,  Ng=1450
rpm=151.848 rad/s. The specific
speed as defined by Chaudhry [1]
is 5.1 which is very close to Ng=

Table (2) Data for pumping stations[8]

NO 2 YEAR 2017

4.94 whose complete
characteristics curves were used
for this study. The other data
used in program are listed in
Table (2)[8]

Item Description Unit PS#1 PS#2 PS#3
1 Head losses at suction line and | m 0.65 0.69 0.69
fittings
2 Head losses at discharge line and | m 1.9 21 2.1
fittings
3 Friction loss in pipeline m 6 75 7.5
4 Design static head m 35 35 35
5 Friction factor for new pipes 0.013- 0.016- 0.016-
0.014 0.017 0.017
6 Friction factor for aged pipes 0.021 0.024 0.024
7 Pipe diameter mm 900 900 900
8 Pipe wall thickness mm 11.91 11.91 11.91
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Figure (6): Program Used in Analysis Flow Chart

9- Results and Discussion

9.1 Results for Pumping Station
#1

The pumping station #1 consist of
5 pumps ( 4 working and 1 stand-
by) of total rated capacity of 0.352
m3/s, the head losses due to valves
and pipe fittings is 1.9 m, and
head loss due to friction is 6 m,
the friction factors for new pipe
and aged pipe are 0.014 & 0.02
respectively. In power failure to
pump the maximum pressure was
found 20.2 bar, while the
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minimum pressure was found 0.65
bar. To avoid this increasing in
pressure a controlling device must
be use such as surge tank or
pressure vessel. Figure (7) shows
the pressure oscillation with time
due to power failure without
controlling device provided, while
Figure (8) shows the pressure with
controlling  device  (pressure
vessel) with time. Figure (9)
shows the discharge flow rate
based on time with controlling

device.
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Figure (7): The pressure in pipeline with time due to power failure without

pressure vessel for pumping station #1
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Figure (8): The pressure in pipeline with time due to power failure with

pressure vessel for pumping station #1
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Figure (9): Discharge flow rate with time with pressure vessel connected to

pipeline for pumping station #1

9.2 Results for Pumping
Stations #2 & 3

The pumping station #2 &
3 consist of 5 pumps ( 4 working
and 1 stand-by) of total rated
capacity of 0.652 m3/s, the head
losses due to valves and pipe
fittings is 2.1 m, and head loss due
to friction is 7.5 m, the friction
factors for new pipe and aged pipe
are 0.014 & 0.02 respectively. In
power failure to pump the
maximum pressure was found

20.2 bar, while the minimum
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pressure was found 0.65 bar. To
avoid this increasing in pressure a
controlling device must be used
such as surge tank or pressure
vessel Figure (10) shows the
pressure oscillation with time due
to  power failure  without
controlling device provided, while
Figure (11) shows the pressure
with controlling device (pressure
vessel) with time. Figure (12)
shows the discharge flow rate with

time based on controlling device.
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vessel connected to pipeline for pumping station #2 & 3

9.3 Conclusions

A surge tank or a pressure vessel
must therefore be provided in order to
control transient in the pipeline. High head
pump installations generally required a
pressure vessel rather than surge tank.
Many runs were made simulating pressure
vessel of various cross section area and
height, for pumping station # 1 the
pressure vessel of 3 m diameter and 5 m
height is acceptable for controlling the
transient state, while for pumping stations
2 & 3, the pressure vessel found to be 4m
in diameter, 6 m height was sufficient to
controlling the transient stat
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Nomenclature

a water hammer wave velocity m/s

A cross sectional area of pipe m?

D pipe diameter m

EL elevation

f friction factor

k pipe roughness m

g gravitational acceleration m/s?
head m

Hr rated head m

| moment of inertia of rotating elements kg.m?

N rotational speed rpm

Nr rated speed rpm

Q flow rate m*/s

PS pump station

Qr rated flow rate m*/s

T torque N.m

Tr rated torque N.m

z pump centerline elevation m

v dimensionless parameter of flow rate (Q/Qr)

h dimensionless parameter of head (H/Hr)

a dimensionless parameter of speed (N/Nr)

dimensionless parameter of torque (T/Tr)
zone of pump operation
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Abstract:

There are a lot of people facing a problem of unexpected death or health damage due to the lack
of medical care at the right time, especially elderly people, patient with disabilities and people that are
living alone who are required to be continuously under surveillance for the purpose of safety and
emergency response. As the smartphone becomes an integrated part of human daily life which has the
ability of complex computation, internet connection and also contains large number of hardware sensors,
encourage implementation of the proposed system based on smartphone to be utilized in the public
healthcare. Most of the works done in this field imposed the restriction of fixing the smartphone in certain
position on human body to easy infer the emergence case from the data of the smartphone sensors. To
overcome this restriction, the proposed system incorporated a smartwatch, together with smartphone
freely carried by the user, for better performance results. The use of smartwatch assisted in providing
distinct separable signal variation from the smartwatch accelerometer and gyroscope sensors to recognize
emergency case such as falling, car accident and heart rate failure. Immediately after cases that are
mentioned previously the proposed systems ends details information such as videos, location, heart rate
etc. to the emergency center and emergency contact to provide help at the right time. The system was

practically tested in real simulated environment and achieved quite very good performance results.

Keyword: Emergency Notification, Healthcare, Falling, Car Accident Detection Smartphone,
Smartwatch
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Introduction

Recently, smartphone becomes
an integrated part of human daily life
which becomes more and more
the

network

sophisticated  with  growing

computation power,

capability and sensing powers.

Smartphone contains large number of

hardware sensors that encourage

implementation  healthcare system

such as accelerometer, gyroscope,

compasses, barometer, temperature,
and GPS
All the features that are

the

humidity, light sensor
receiver.
make

mentioned above

smartphone to become a rich
environment for many systems like
healthcare system that called Mobile
Health (mHealth) system. Mobile
Health system is the intersection
between Electronic Health (eHealth)
and smartphone technology[1]. For
car accident detection most of the
smartphone based car accident
detection systems depend on the high

speed of the vehicle (extracted from
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the smartphone GPS receiver) and the

G-Force value (extracted from
smartphone accelerometer sensor) to
detect car accident. On the other hand,
the system will be failed when an
accidents occur at low speed of the
vehicle. The main obstacle that
encounters the low speed accident is
how to discriminate between whether
the user is inside the vehicle or
outside the vehicle especially when
the car is traveling in a speed fairly to
be walking or running speed. Hence,
in addition to the high speed car
accident the proposed system has the
ability to detect low speed car
accident by using both smartphone
and smartwatch sensors. For falling
incident most of the smartphone based
falling detection is depending on a
fixed smartphone on the user body.
This condition is cumbersome and
annoys the user from having always
keeping the smartphone in one
position. Using both smartphone and

smartwatch give the proposed system
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incident
the

ability to detect falling

without any restricted on
smartphone position or orientation. In
the proposed system both smartphone
and smartwatch sensors are become
sours row data to detect falling, car
accident and heart rate failure. The
increases  self-

proposed  system

dependency and providing better

quality of live for people that are
living alone for a full time or part time
especially elderly people, patient with
disabilities who are required to be
continuously under watching for the
purpose of safety and emergency
response at the right time. figure 1
present overall

proposed system

structure

Data Collecting and
Emergency Case
Detection

Upload Emergency
Case Information to
the Web server

Web Server and
Database Center

Notification by
GSM

Send Emergency

\

Internet

Y
L

= |
—
-

Web Browser

/

i 4 X
Web Browser and
GSM Client

Figure 1 Overall proposed system structure

Proposed System
Design

The proposed system, called

Emergency Notification System for
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Falling, Car Accident and Heart Rate

Failure Using Smartphone and

Smartwatch, consists of two phases;

the detection phase, explained in the
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next section II-A, is used to identify
the occurrence of falling, car accident
and heart rate failure, and notification
phase, explained later in the section
I1-B, is used to inform an emergency

center for fast response and recovery.
A-Detection phase

After studying and analyzing
most up-to-date related works that are
depending on the smartphone inertial
sensors to accomplish such systems.
Actually, there are so many factors
and restrictions that prevent the above
mentioned approaches from achieving
perfect accurate results. These factors
and restrictions are explained later
when the proposed system mechanism
is discussed in details. The main
contribution of this work is the
incorporation of android smartwatch
as a part of the system components
which in turn is used in conjunction
with smartphone for better accurate
As a the

proposed system integrated the use of

result. consequence,

smartwatch fixed on user ankle
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together with smartphone carried, by

the wuser, in any position and
orientation. The main technical reason
behind using the smartwatch is to
the  smartwatch

place Sensors

(accelerometer and gyroscope
coordinates) in a position that become
precisely sensitive to human body
movements.

Having  justified the use of
android watch in the proposed system,
Figure 2 shows the overall system
design mechanism and its
interoperated components that are
working simultaneously to achieve the
proposed system specifications. The
detection phase of the proposed
system consists of the following main

steps:

1- Data Collection: This component
Is responsible for reading raw data
the

smartphone sensors.

from smartwatch  and
2- Windowing: This component is

responsible for portioning the raw
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data into segments called windows inside each window that are used
suitable for feature extraction. to detect emergency case.

3- Feature  Extraction: This s 4- Classification: This is responsible
responsible for examining each for checking the data facts
window; produced from step 2 produced from step 3 above, and
above, scale and arrange the data then determine if the emergency

case occur or not.

Each step and its functionality are described in detail in the next sections.
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Figure 2 Overall system design mechanism

Al-Data collecting

The and the

smartwatch collect data from their

smartphone

sensors at the same rate (every 20ms),
but with different update time for each

sensor reading. It should be noted that

60

in android platform there are many
types of sensor event listeners that are
responsible to update sensor readings
like

interface every 60ms, game every

normal every 200ms, user

20ms and fastest about every 10ms,
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the latter depends on the sensor
hardware specifications. The type of
the sensors and the sampling rate for
each sensor, chosen for this work, are
listed in table 1. Also, it is very
important to know that the sensor
sampling rates and position of every
are  chosen

smartwatch sensor

carefully after conducting many

experimental tests with different
situations to obtain the best clear
features that are suitable for all
emergency cases to achieve minimum
processing load and
separable/generalized features. Figure
3 show the three axes coordinate for

smartwatch sensors

Y-axis

Z-axis

X-axis

Figure 3 Three axes coordinate for smartwatch sensors

Table 1 Android and android wear platform sensors

No | Type of sensor | location ' Sensor
yp Type of sensor event listener update time

1 | Accelerometer | smartwatch sensor delay game 20ms

2 | Gyroscope smartwatch sensor delay game 20ms
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3 | Heart rate smartwatch | sensor status accuracy high 200ms
4 | Accelerometer | smartphone sensor delay game 20ms

A2- Windowing

The windowing process is used
to split the continuous collected data,
of each sensor, into small time
segments called windows for the
purpose of feature extraction. In this
work, a window size of 3 seconds is
adopted to be adequate for feature
extraction. The windowing process is
executed continuously in real time
simultaneously with other parts of the
system such as feature extraction and

classification.

A3- Feature extracting

Each sensor window size exemplifies
a 150 vectors of raw data; some
sensors have 3-axes coordinates. The
purpose of feature extraction process

IS to inspect and measure the

properties of the window raw data

pattern relative to the required

emergency case detection. In other
word, to find the best approximate
distribution of the raw data to
emergency case it belongs. For
example, mean, maximum value, and
minimum  value are valuable
candidates for feature extraction

process

A4- Classification

Classification is the process of
discriminating each featured window
and detects each emergency case.
Classification process consists of
three parts: Car Accident detection,
Heart Rate Failure Detection and
Falling Detection.

A4.1- Software Sensors
Before discussing and analyzing

the rest of the emergency case


http://developer.android.com/reference/android/hardware/SensorManager.html#SENSOR_DELAY_GAME

JOURNAL OF MADENT ALELEM COLLEG VOL 9

NO 2 YEAR 2017

detection, it is found necessary to

explain  the software  sensors,
illustrated previously in figure 2, that
are used in the forthcoming
emergency case detection. It is
important to know that there are two
software and

types of sensors;

hardware  sensors in  android
platforms. In this work, three software
sensors have been built for the
purpose of extracting features that are
used in the emergency case detection.
The three software sensors are called
Ankle Orientation, Shock Detection,
and Inside a Moving Car. The purpose
and the functions of each software

sensor are explained as follows:

A4.1.1- Ankle Orientation

The purpose of the Ankle
Orientation sensor is to measure the
ankle orientation of the human body.
This sensor, on each 3 seconds
window size, takes the three axes of
the smartwatch accelerometer sensor
and calculates the mean of each x, v,

and z axes coordinates. Then it
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arranges, the three means, according
to which axis coordinate is mostly
vertical to the earth to obtain user
ankle orientation. This sensor is used

to detect falling incident.

A4.1.2- Shock Detection

The purpose of Shock Detection
sensor is to detect and determine if the
user has been exposed to a shock such
as falling, car accident, or any other
sort of collisions. This sensor, for
each sampling of a window size, reads
the three axes X, y, and z coordinates
of the smartwatch and smartphone
accelerometer sensors and check if the
absolute reading of each the three
axes X, y and z of each accelerometer
sensoris greater than 4 G-force [2],
then it indicates that the user has
exposed to a shock which is used by
car accident detection to indicate car
accident. On the other hand, it also
provides another type of shock
detection concerning the fall incident.
In falling detection, equation 1[3] is
used to calculate the G-force, where



JOURNAL OF MADENT ALELEM COLLEG VOL 9

NO 2 YEAR 2017

Gx Gy, Gz are the values of the
accelerometer three access X, Y and
Z, then the value of the G-force is
checked to indicate a fall incident.
The threshold of 2.5 G-force[3]is used
to indicates that the user has exposed
to a shock incident which is used by

falling detection classifier.

6 — force =12

v (1)
A4.1.3- Inside a Moving Car

The purpose of Inside a Moving
Car software sensor is to discover the
speed on which the user is moving
which in turn assist to find out
whether the user is inside a car or not.
The speed, which is obtained from the
smartphone GPS receiver, is not
enough indicators to detect whether
the user is currently moving or not. As
in certain circumstances, the GPS data
IS prone to error that is produced
when the user is moving between
that

preventing the GPS

locations contain  obstacles

receiver from
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properly connecting and obtaining correct
data. To recover from such error, a software
sensor is created to determine that the user is
currently inside a moving car by ignoring
incorrect GPS readings. This recovery is
accomplished by incorporating the GPS
receiver parameters: GPS speed and GPS
accuracy which are already available in
underlying GPS receiver API. Accordingly,
this software sensor determines whether the
user speed is fairly to be inside a moving car

according to the following procedure:

1- The GPS accuracy parameter of the
proposed system is set to be less than
7m and also is made acquiring GPS
data every 7m passed by the user.
Hence, the movement is detected when
the GPS accuracy (less than 7m) and
7m (passed by the user) are achieved.
This 7m distance is found reasonable
and suitable for detection whether that
the user inside the car or not.

2- The GPS speed parameter is set to be
more than or equal to 3 m/s. The reason
behind that is as long as the window
size is 3 seconds, then there will be at
least one GPS reading inside the current
window size giving that the GPS

acquisition reading is made when the
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user has passed 7m, as mentioned in
step 1 above.

The above procedure steps are applied
because the GPS reading errors occur when
the GPS accuracy parameter is altered due to
the change in the number of the satellites
that are received by the smartphone GPS
receiver.

A4.2- Car Accident Detection
The first step in the car accident

detection is to find out whether the user is
inside a car or not. For example, while the
user inside a car and the car exposed to an
accident then it is necessary to detect car
accident and notify about such event. Hence,
this section is divided in two parts; the first
part explains the procedure of recognizing
the user inside or outside the car, the second

part explains the car accident detection.

1- Inside the Car Detection

When the user is in static state (that was
detected by using smartwatch gyroscope
sensor) and her/his location is changing
continuously then it indicates that the user is
inside a car. The smartphone GPS receiver is
used to find the change in user location by
continuously extracting GPS data to
measure the car speed (as well as the
smartphone) by using the software sensor

(inside a moving car) that was explained in
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details in the previous section. Due to the
computation cost of frequently acquisition
of the GPS data, the proposed system is
made to acquire GPS data every seven meter
passed by the car. This distance could be
traveled in different period of time which
depends on the car speed that is traveling in
crowded traffic or not. It is found that this
distance is reasonable for continuously
recognition whether if the used inside the
car or not. If during this distance the car is
stopped and the user is still in static state,
then the previous distances will be taken
into account to assure that the user is still in
the car. Otherwise, if the user gets out of the
car and perform any activity (moving) then
the smartwatch gyroscope sensor will

discover any user movement.

2- Car Accident Detection

While the user is inside the car, the
system continuously reads the accelerometer
data for both the smartphone and the
smartwatch. Then for each window size the
software sensor (shock detection) is checked
for any smartphone and smartwatch shock
occurrence. When a sign of accident is
detected by the smartphone and smartwatch,
then the system activates the alarm
procedure as explained later in notification

phase in section B.
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A4.3-FallingDetection

The other important emergency case
is the detection of user falling incident.
While the user meanwhile practicing any
daily human activity the falling incident
could occur that necessitate the detection of
such falling incident and notify for
emergency response. The procedure that is
used in detecting such incident is listed

below:

1- The accelerometers of the smartphone
and smartwatch are wused in such

incident. For each window size, the
software sensor (shock detection) checks
for a shock incident in both smartphone
and smartwatch accelerometer sensors, if
shock is detected then the following step
2 Is activated.

2- In the two subsequent windows if the
orientation (the x-axis of the smartwatch
accelerometer) of the ankle is not

vertical (that is read from the software

sensor, ankle orientation) then it is

concluded that the falling incident has

occurred.
Immediately, after detecting a falling
incident, the system activates the

notification procedure as explained later in

section 1-B.
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A4.4-Heart Rate Failure Detection
A real time detection for the heart rate

failure is too important in the healthcare
services. Because there are many diseases
are linked directly to the heart rate. This
procedure, on each 3 seconds window size,
checks the mean of the heart rate of the
smartwatch sensor. In case the heart rate is
found in abnormal condition then an alarm
will be set and a notification message is sent
to emergency centerfor the following case:
a. Increasing in the heart rate (greater than
100 beats a minute for static activities)
[4] while the user was static for the last
minute.
b. Decreasing in the heart (lower than 40

beats a minute) [4].

B- Notification Phase

In addition to the recognition of the
mentioned emergency case, the system is
constructed to provide extra information
related to the emergency casewhich are

explained below:

e Alarm Procedure

When one of the emergency events is
detected during each window size then the
alarm set procedure is activated to perform

the following actions:
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1- Playing an alarm sound and displays a
conformation message, on user smartphone,
asking the user to confirm the massage
whether she/he is well or not.

2- The system waits 30 seconds to receive
confirmation message from the user and
during this period the smartphone will be
automatically recording a video by using
both front and back camera for a 14 sec for
each camera. If the user does not confirm,
the message or answer negatively then the
alarm procedure will send an emergency
notification to the emergency center together
with the type of the emergency case, videos
and location.

3- Sending GSM notification message, and
also make an automatically GSM phone call
from the victim phone to the emergency
contact for listening to the victim voice to
predict the type of help she/he needs and
take a first impression about the victim case.

Results and Performance

The
notifications heart rate failure, falling, and

three  services of  emergency
car accidents are tested and produced quite
excellent results. as explained below:

Falling: As it is hard to test real falling
incidence, hence this test is conducted by
imitating the action of the falling incidence
which is accomplished by dropping the
smartphone on the ground and then the
subject falling to the ground. The reason

from that is to generate a G-force of greater
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than 2.5m/s*> for the purpose of falling
detection. The result obtained from this test
was correct as indicated by the confirmation
message displayed on the user smartphone
as it was shown in figure 4. After negative
answer or no confirmation from the user, the
web server inspected and found the video
recording of falling incidence was
transferred and stored at the web server
together with emergency location used to
display minimum path between monitoring
center and emergency location as it was
shown in figure 5. Also the user smartphone
sends message via GSM network to the
emergency contact and makes an automatic
emergency call.

Car accident detection: As it is impossible to

conduct this test practically, instead, the
smartphone was forcefully hit inside the car
and the user foot also shocked hard to
produce 4 or greater than 4 G-force at both
the and

smartwatch smartphone

accelerometer sensors as car accident
indicator. The result obtained from this test
in a similar manner to the

the

was correct,

falling test procedure; all related
information is stored at the web server in the
same manner as in falling detection as in
figure 5.

Heart rate failure: it is too difficult to test the

proposed system in a real patient with a
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heartbeat less than 40 beat per minute or
greater than 100 beat per minute during
static activities. The detection of the heart
rate failure is foregone conclusion because
the accuracy of detection of this case
depends on the smartwatch heart rate

hardware sensor.
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Emergency type=Falling

Are You Ok?

Video is recording
YES

Figure 4. Emergency conformation message interface for the smartphone application

| RealTime Monitoring || Activities (Historical Review)|| User Tracking Location

3| » o000/009 @

Figure 5-A Emergency notification page
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Figure 6-B Emergency notification page
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Figure 7-C Emergency notification page
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Conclusion

The smartphone based falling and car accident detection system is not an easy task to handle. It is really
surrounded with many obstacles that prevent the researchers from achieving high accurate detection
system. One of the main obstacles; is determining that the occupant is inside or outside the vehicle while
the vehicle is travelling at a low speed and restriction of fixed smartphone on the human body to detect
falling instance. The proposed system minimizes the impact of this obstacles which is proved in the
practical results conducted in this work.During the study and development of emergency notification
system, several points observed and noticed
1- Integrating the smartwatch (steady fixed on the human ankle) with smartphone is due to the main
reason of obtaining generalized and separable features to detect emergency cases with high accuracy.
2- Every smartphone based emergency notification system is exposed to false alarm. In the proposed
system, helpful supporting features were added to the system to increase the accuracy of detection
process and reduce the probability of false positives. These features are briefly listed below:

a. The proposed system presents a confirmation message for emergency notification which gives the
user the opportunity to confirm the emergency case. Thus in case false alarm occurs the user can
cancel the alarm then the notification is aborted.

b. The proposed system allows the smartphone to automatically capture videos from both front and
back smartphone camera and send it to the emergency center to help them for better inspection and
analysis of the emergency situation.

c. When the user doesn’t confirm that he/she is okay then the system will make an emergency call
from the user phone to the emergency contact. Also emergency information and videos are sent to

the emergency center for better diagnostics of the emergency situation.
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Analytical Study using Association Rules and Mean of Confidence to Analyze

The Poverty Factors in Baghdad Capital of Iraq

Ali Sami*, Dr. Ali Mohammed Sahan*, Ghazi Johnny*

*IT Dept., Technical College of Management, Middle Technical University, Baghdad, Iraq

Abstract:

Poverty is a negative phenomenon that seriously threatened the progress and growth of communities.
Studying poverty using scientific research leads to identify the most important influential factors of this
phenomenon. In this paper, the poverty in Iraq has been studied through a sample of families in
Baghdad city which is the largest and most important city in Iraq. The relational databases as well as
the factors related with poverty phenomenon including gender age, the number of family members,
educational level, skilled, corruption, disability and disease, wars and disasters have been considered.
The association rules and mean of confidence have been used to analyze the main factors for the
spread of poverty phenomenon in order to provide clear diagnosis of the most influential factors in the
proliferation of this phenomenon, which leads improve appropriate solutions to reduce the impact of

these factors.

Keywords:— Association rules, mean of confidence, poverty factors, relational databases.
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1. Introduction belong to a certain geographical area, but it is part of rural
and urban societies as well. Within the same society,
Poverty is a serious, complicated, social, poverty is more common in the countryside more thanin a
city and among the illiterate more than the literate.

Despite a lot of similar things in the Arab World, there are

economic, political, historical phenomenon that families

and individuals face in different societies, no matter how

rich or developed these societies are. So, societies of these also some exceptions. Oil-producing countries with low

population suffer less poverty than non-producing oil
countries which depend basically on agriculture. Sudan has

countries work hard in order to limit this phenomenon and

its effects on family and society level. Contemporary
the highest poverty level %46.55 then comes Yemen

%45.2, Palestine %38, Lebanon %28 and Iraq %19.9 which
means that 6 million Iraqi out of 33 million are living below

human development has contributed in a way or another
in complicating this phenomenon especially in out growth

societies whose most people suffer from lack of basic

needs (food, residence, health ,education and goods that the line of poorness in a country whose annual budget

are needed at home; fridge, oven...etc.) besides other goes beyond 100 billion dollars among an obvious class

disparity in incomes as a result of increasing administrative
and financial corruption after the year 2003 within the

poverty data like; feeling insecure, being afraid of future

and lack of self-development opportunities ,which is the

destiny of the majority of people in underdeveloped absence of social injustice. Bagdad, the capital of Iraq, in

which we intend to examine poverty, its population is
7.665 million represents %21 of the total population in

countries ,in which poverty is no longer a new thing .The

new thing is realizing this situation and working through

o o .
every possible mean to reduce or finish it . Because Irag with % 50.7 male and % 49.3 female. Poverty in

Baghdad outruns %13 of its population due to bad security
conditions over the last ten years, in addition to the

poverty in underdeveloped countries doesn’t prove that

there are no factors or potential forces which lead to the

development and reducing poverty. It is the lack of way increasing numbers of widows, orphans, people with no

family provider and large numbers of unemployed
graduates [1,2,3, 4, 5 ,6].Data Mining is an automated

and means through which all these factors and forces can

become capable of creating tangible growth and
exploratory process of useful data among enormous data

sources. Data mining techniques are spread to scour

development in reality. Poverty in the Arab World is an

extremely complicated, economic and social phenomenon

as a result of interacting different factors, which don’t hugedatabase in order to find out useful patterns, which

could be unknown without it.
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Data Mining is a supplementary part of (KDD) knowledge
discovery in data base that is the whole process, through

which raw data is transformed into useful information [7,

8,9].

important and exciting correlations, recurrent model,
associations or informal Structures among group of items
in the transaction databases or other data repositories.
The official interpretation of Apriori Algorithm that is

applied to detect the association rules, the support of a

group of item |, sup(l), is represented as the number of

2. Association Rules Mining: agreement in the database holding I. min_sup (minimal

support) is a threshold defined by the user. A group of

Association rule mining, one of the very powerful and well- item is frequent if its support isn’t less than the min_sup.

researched methods of data mining, was first introduced
in [ Agrawal et al. 1993]. The main goal of it's to find the

A group of item with k items in nameda k- group of item.

Let D be a collection of transactions and | = {i1, i2, ...,im}, A group of item is a subgroup of I. Given X and Y are group of sets, an
association rule is of the form

X= Y, where

XCLYCLand XY=,

where the sup(X "~ Y) > min_sup, and the confidence of X = Y is not below a predefined threshold, min_conf, the confidence

sup(X uY)
sup(X)

of X= Y is.

After finding out all frequent group of sets, the algorithm of generating association rules uses the subgroups of a frequent
group of set as antecedents to create the rules.

The form X=> Y with confidence 60% where X = Mobile phone and Y= Mobile applications, for example,most of the customers
who buy a Mobile phone also bought the Mobile applications .

And the form of X= Y is not equal to the form Y= Xas a result of

unless X=Y which is called perfect rule.

This must be taken into consideration when analyzing the results of association rules [7,8,9].
Also, we used the Mean of the items confidence (MOC) which can be defined as follows:

MOC  (A) = {conf (A— B)+ conf (A — C) + conf (A— D)}/3.

The formula gives the mean of the occurrence of item A among the items B, C and D which means the influence of item A on
the others [10, 11].

The following factors are signified in order to be analyzed

using Association Rule Mining.
3. Study sample:

1- A represents Gender; female 1, male 0.

Because the rates are almost equal and, families

Data has been collected incorporation with Ministry of provided with partnerless-woman are  poorer.

Planning and the Central Statistical Orsanization; a random

<Sup (X UY)NOT EQUAL Sup (YUX)
Sup(X) Sup(Y)

2-B represents Age >= 20years; people, who are 20 or older
face more difficulties and suffering due to bad
conditions the country has been through.

76



JOURNAL OF MADENT ALELEM COLLEG VOL 9 NO 2 YEAR 2017

3- C represents Family members >= 4; the more members a 8-H represents War and disaster; so many families have
family has, the poorer it is. been impoverished directly or indirectly because of

wars and disasters the country has been through.
4- D represents Educational level; represents a lack of job

opportunities for the literate.

4. Experimental analysis: After analyzing collected
data, a lot of relations that show the cause of poverty in
the capital Bagdad. More important relations were chosen

5-E represents Posses skills; represents a lack of job

opportunities for Posses skill.
with high confidence. Table 1 presented a part of these

6- F represents existence of Corruption; corruption and relations and show clearly the spread of poverty
injustice relating to job opportunities phenomenon in a country which is considered one of the

richest countries in the world.
7- G represents Disability and disease; it refers to the effects

on individuals as a result of wars the country has
been through.

Table (1) some of the relations extracted from given data

Code Swvmhble Egu Relat Conf
b E" D H_FH_ 64S 82 H—>D FEES
9) D.H./D. 64F 80 D—>H G0¥
10) CoH_FfHL 6B1S 82 H—>C FaX
10) C.H.fC. 61F 76 c—>H 80X
11) B_.H_fH_ so0S 82 H—>B ag¥
11) B H. /B, 807 96 B—>H 83X
12) B.F_fF_ 815 83 F—=5B agy
12) B.F.fB._ 815 96 B—>F EEFS
133 E.H_/H. 33F 82 H—=>E 40¥
13) E.H_FfE. 335 44 E—>H i
14} F.G. /G, 18F 21 G—>F 86
14) F.G_fF. 185 83 F—>G 22X
15) E.G. /G, 5F 21 G—>»E EEFES
15) E.G_FfE. 5Ff 44 E—>G 115
=

Mo Rowvs = 3230

4.1Association rules results: 2-  All women who have families with 4 members or
more, and become poor because of wars are 20
Regarding  Gender 50%, Age>= 20years 96%, Family years old or above.

members >=4
3- All women in a member-families >= 4 and suffer from

76%, Educational level 80%, Possess kills 44%, Corruption corruption are 20>= years old.
83%, Disability and disease 21%, War and disaster 82%.
Figure 1shows that the highest percentage is for people
who are >= 20 years and suffering from corruption, wars, disasters.

4- 80% of the literate become poor because of wars and

and disasters.
5- 80% of member-families >= 4 become poor because

1- people with disability or disease are 20 years old or of wars and disasters.

above.
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6- 98% of people suffering because of wars and
disasters, are 20 years old or above.

7- 98% of individuals suffering from corruption are 20
years old or above.

8- 86% of the disabled suffer from corruption.

10- 77% of craft or skill-workers suffer from corruption.
11- 84% of women suffer from corruption.

12-
families >= 4.

84% of skill workers are providers of member-

13- 86% of educated people, who become poor because

9- 88% of highly-educated people suffer from of wars, suffer from corruption.
corruption.
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Figure (1) factors percentage from the givendata

4.2,
factors:

Mean_of confidence and the effects of

4 56%, Educational level 78%, Posses skills 38%, Corruption
84 %, Disability and disease 20%, War and disaster 86%.
Figure 2 shows that the most effective factors that occur

1. The occurrence of gender is female with other factors. with - gender; female, being W|dowz are 20>: years,
corruption, wars, an isasters.
Regarding Age >= 20years 96%, Family members >=
120
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igure (2) shows the Occurrence of gender with the other factors

2. The occurrence of age >= 20 years with other
factors.
Regarding Gender 50%, Family members >= 4

77%, Educational level 79%, Posses skills 44%,
Corruption 84 %, Disability and disease 22%, War

78

and disaster 83%. Figure 3 shows that the most
that with
corruption, warctivs, and disasters.

effective factors occur age are
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Figure (3) shows the Occurrence of age >= 20 years with the other factors

The occurrence of family members >= 4 with the and disaster 80%. Figure 4 shows that the most
other factors. effective factors, that occur with the family of

Regarding Gender 37%, Age >= 20years 97%, members are age, educational

corruption.
Educational level 84%, Posses skills 49%, P

Corruption 83 %, Disability and disease 26%, War

120
100
80
60
40
20
0

gender age >= 20 educational posses corruption disability  wars and
lewel skills and disasters
disease

Figure (4) shows the Occurrence of family members >= 4with the other factors

The occurrenceof Educational levels with the other factors.
Regarding Gender 49%, Age >= 20years 95%, Family members >= 4

80%, Posses skills 48%, Corruption 80 %, Disability and disease 19%, War and disaster 80%. Figure 5 shows that the most
effective factors that occur with educational level are age, and equally the number of family members, corruption, wars,

and disasters.
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Figure (5) shows the Occurrence of Educational level with the other factors

84%, Educational level 86%, Corruption 77 %,
Disability and disease 11%, War and disaster 75%.
Figure 6 shows that the most effective factors that
occur with Posses skills are age, educational level

5. The occurrence of posses skills with the other
factors.
Regarding  Gender 43%, Age >= 20 years 95%,

) and the family members.
Family members >=4
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igure (6) shows the Occurrence of posses skills with the other factors

The occurrence of corruption with the other 76%, Educational level 77%, Posses skills 41%,

factors. Disability and disease 22%, War and disaster 87%.

Regarding  Gender 51%, Age >= 20 years 98%, Figure 7 shows that the most effective factors that

Family members >= 4 occur with corruption are age, educational level,
wars, and disasters.
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Figure (7) shows the Occurrence of corruption with the other factors

7. The occurrence of Disability and disease with the
other factors.
Regarding  Gender 48%, Age >= 20years 100%,
Family members >=4

95%, Educational level 71%, Posses skills 24%,
Corruption 86 %, War and disaster 86%. Figure (8)
shows that the most effective factors that occur
with disability and disease are age, family members
and equally corruption, wars, and disasters.
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8.  The occurrence of War and disaster with the other factors.
Regarding Gender 50%, Age >= 20years 96%, Family members >= 4

76%, Educational level 80%, Posses skills 44%, Corruption 83 %, Disability and disease 21%. Figure 9 shows that the most effective

factors that occur with war and disaster are age, corruption.

Figure (9) shows the Occurrence of the War and disasters with another factor

9. Mean of confidence (occurrence of the other factors with each single factor),

Regarding Gender 65%, Age >= 20years 63%, Family members >= 4

65%, Educational level 64%, Posses skills 67%, Corruption 65 %, Disability and disease 73%, War and disaster 65%. Figure 10
shows that the average of means of occurrence for each factor on the other factors focuses mainly on disability - disease

factor and Posses skill factor.
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Figure (10) shows the Mean of confidence
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5. Conclusions and Recommendations:

5.1 Conclusions:

1- The percentage of women, who are providers for poor families, are very
close to a male percentage, because most of these women are widows,
who lost their husbands in wars.

2- All people, who are at their 20s now, are orphans who lost their fathers in
wars especially the Gulf War in 1991 and American Invasion in 2003.
people, who are above the 20s, have participated in, suffered from the
wars or widows.

3- Families that have 4 or more members: this is natural in the third world
countries; people there don’t follow birth control policy.

4- Educational level

The 70s have witnessed a great concern of education with all its
sections elementary, general, professional and in military schools.
Because being employed by the government was worthy; Iraqi dinar
equaled 3.33 dollar at that time.

Though many generations of the educated and Posses skill have
emerged, most of which died during the wars. people who managed to
survive, suffered from the consequences of wars, and for them being
employed by the government is no longer worthy ;1 dollar=3000 Iraqi
dinar. The collapse of national currency has affected all aspects of life.

5- As a consequence of wars, economic collapse and lack of opportunities, a
corrupted class emerged, they have practiced every type of corruption in
order to keep their positions in the government. This was so obvious
after invading Bagdad; the country's infrastructure was destroyed,
unplanned construction started. Many people made advantage of these
circumstances; they caused poverty and unemployment for so many
families because of their being corrupted besides destroying the private
sector massively.Shutting down many important factories helped
spreading poverty and unemployment.

6- One of the consequences of wars is the emergence of a lot of disabled and
sick people due to neglecting public health issues in the country.

7- Wars are the main reason behind destroying any country. Disasters are
also caused by wars; destroying Iraq and making its people poor is a
consequence of the wars Iraq has been through.

All the country's incomes are spent to lengthen the war, the thing that
weakens every aspect of life in this country. This is the dictatorship
when it rules it causes destruction and when it's gone there would be
destruction and misery as well.

5.2 Recommendations:

1-A country of integral institutions, non-insulating decision making, well
choosing for competences owners within a system that neglects all
inherited means, which caused spread of corruption, all these are the
means needed to build a country free of corruption.

2-Establishing a new institution for widows to check people who are under
the line of poverty and to provide job opportunities.

3-Establishing an institution for orphans who lost their fathers as a
consequence of the wars the country has been through.

4-Rehabilitating every governmental companies that have been shut down,
and rerun all the factories especially military industry companies, and
make them civil companies.

5-Encouraging human investment through training and improving
individuals to make them more efficient and productive, so they could get
more wages or incomes.

6-Fighting against illiteracy and spreading cultural consciousness in the
society.
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7-Developing administrative work in health, education, family and social
services fields.

8-Developing countryside and showing interest in agriculture which has
been neglected for decades, encouraging rural industries using middle
technological means to provide as job opportunities as possible.

9-Fighting finical and administrative corruption.

10-Take advantage of the civilized world experiences such as Japanese,
Chinese and Indian experience. Homelands are built by loyal people,
but people who are corrupted with sick, individual dreams destroy
homelands.
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Abstract:

The knowledge of the evapotranspiration (ET) of natural ecosystems and plant populations
is of fundamental importance in several branches of science, research and practical uses.
Calculation of total daily Evaporation related to calculate the loss of water by daily
evapotranspiration from FAO Penman-Monteith equation. Twenty two climatological stations are
used in this work for the period 2004-2013 in Irag. Estimating conversion constant in order to
calculate Evaporation value and comparing it with measured value from Iragqi meteorological
organization and seismology. The results show high correlation coefficient. We formulated
method is proposed to for calculate the amount of evaporation for missing data of climatological
Iragi stations from calculated evapotranspiration value. GIS maps reflect distribution of
evaporation, evapotranspiration and Kp in Iraqg.

Key words: evapotranspiration, ecosystems, daily Evaporation, Irag.
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1. Introduction:

Evaporation in a soil-plant-atmosphere
system occurs from each of the system
component. Evaporation from the soil
Is affected by soil water content, type
and tilth [1]. Evaporation occurs when
liquid water is converted into water
vapor. The rate is controlled by the
availability of energy at the water
surface, and the ease with which water
vapor can mix into the atmosphere [2].
Evapotranspiration (ET) is the loss of
water from vegetation surface through
the combined processes of plant
transpiration and soil evaporation.
Both environment and biological
factor affect ET. Important
environmental factor include climate
parameter. Biological factor affecting
ET include type of vegetation, foliage
geometry and foliage density [3]. The
problem of measuring evaporation
from open water surfaces, and
transpiration from different types of
vegetation, has been a central problem
in hydrology for many years. In terms
of the hydrological cycle and the water
balance, evaporation and transpiration
make up the second largest
component. Many weather stations
include  measurements of  the
evaporation from a Class-A pan [4], as
the basis for calculating the water loss
from lakes or from crops [5, 6]. But
most places are without such
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measurements, and, even where there
IS a pan, the measurements may be
vitiated by poor maintenance, leading
to errors due to leaks, the growth of
algae in the water, an incorrect water
level, weed-growth nearby, water
scarcity, and so on. Also, it is hard to
measure evaporation accurately during
rainfall [8], perhaps because of
splashing of water in or out of the pan.
In view of these difficulties, it would
be useful and cheaper to have some
means of estimating pan evaporation
with reasonable accuracy, from FAO
Penman-Monteith  method  which
demonstrate how the crop reference
evapotranspiration which determined
from meteorological data, such as
temperatures, relative humidity, wind
speed, sunshine  duration. Pan
coefficient (Kp) is away to calculate
pan evaporation (mm/day)(Epan), or
reference evapotranspiration
(mm/day)(ETo) in indirectly method ,
there are different method used to
predict pan  coefficient  value
depending on climate data ,type of
pan, ground cover in climate station,
it's surrounding, the sitting of the pan
and pan environment[9]. Many
different equations for calculating pan
coefficient was stated by Doorenbos
and Pruitt's Table (Doorenbos &
Pruitt, 1977)[9], Cuenca (1989)[10],
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Snyder (1992)[11], Pereira et al.
(1995)[12], Raghuwanshi &
Wallender (1998)[13], and FAOQ/56
(Allen et al.,(1998)[8]. Tthe selection
of the best technique to use for a

Penman-Monteith equation:

In 1948, Penman [14] combined
the energy balance with the mass
transfer method and derived an

ARy — G+ paCp

ET =

particular computation is largely a
function of the data available , type or
size of water body, and the required
accuracy of the estimated evaporation.

2.Methodology:

2.1

equation to compute the evaporation
from an open water surface from
standard climatological records. The
Penman-Monteith  form  of  the
combination equation IS:

(es—ea)

where R, is the net radiation, G is the
soil heat flux, (es - e,) represents the

vapor pressure deficit of the air, p, is
the mean air density at constant
pressure, Cy is the specific heat of the
air, A represents the slope of the
saturation vapor pressure temperature
relationship, y is the psychrometric

(2) T, —

Where

s
e T’[l+ —?*ﬂ

Zm—d d] I

ra (1)

constant, ry and r, are the (bulk)
surface and aerodynamic resistances.

2.2 Aerodynamic resistance (I'y):

The transfer of heat and water
vapor from the evaporating surface
into the air above the canopy is
determined by the aerodynamic
resistance:

Zh—d]

= o1 Zoh

=
I V-

r, aerodynamic resistance [s m™],
Zm height of wind measurements [m],
z,, height of humidity measurements
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[m],

d zero plane displacement height [m],
Zom roughness length governing
momentum transfer [m],

Zon roughness length governing
transfer of heat and vapor [m],

k von Karman's constant, 0.41,

u, wind speed at height z [m s™].

r, = — 3)

LAIar:t ire

Where

0.408A(Ry—G)+Y——iz (e5—eq)

— 74273

0 A+y(1+0.34u,)

Where

ET, reference evapotranspiration [mm

day™],

R, net radiation at the crop surface

[MJ m? day™],

G soil heat flux density [MJ m™ day™],

T mean daily air temperature at 2 m

height [°C],

u, wind speed at 2 m height [m s™],

es saturation vapor pressure [kPa],

e, actual vapor pressure [KkPa],

€s - €, saturation vapor pressure deficit

[kPa],

A slope vapor pressure curve [kPa °C”
1

1

y psychrometric constant [kPa °C™].
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rs (bulk) surface resistance [s m™],

r bulk stomatal resistance of the well-
illuminated leaf [s m™],

LAl,ive active (sunlit) leaf area index
[m? (leaf area) m™ (soil surface)].

From combination of the original
Penman-Monteith equation (Equation
1) and the equations of the
aerodynamic (Equation 2) and surface
resistance (Equation 3), given the
FAO Penman-Monteith method to
estimate ET,, it is indicated below in
equation(4):

(4)

The reference evapotranspiration, ET,,
provides a standard to which
evapotranspiration at different periods
of the year or in other regions can be
compared; evapotranspiration of other

crops can be related.
The  equation uses  standard
climatological records of solar

radiation (sunshine), air temperature,
humidity and wind speed. To ensure
the integrity of computations, the
weather measurements should be
made at 2 m (or converted to that
height) above an extensive surface of
green grass, shading the ground and
not short of water.
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CROPWAT 8.0 for Windows is a
computer programme for the
calculation of crop water requirements
and irrigation requirements from
existing or new climatic and crop data.
Furthermore, the program allows the
development of irrigation schedules
for different management conditions
and the calculation of scheme water
supply for varying crop patterns.

2.4 Pan evaporation:

The evaporation rate from pans filled
with water is easily obtained. In the
absence of rain, the amount of water
evaporated during a period (mm/day)
corresponds with the decrease in water
depth in that period. Pans provide a
measurement of the integrated effect
of radiation, wind, temperature and
humidity on the evaporation from an
open water surface. Although the pan
responds in a similar fashion to the
same climatic factors affecting crop
transpiration, several factors produce
significant differences in loss of water
from a water surface and from a
cropped surface. Reflection of solar

2.3 ET, computed by CROPWAT:

radiation from water in the shallow
pan might be different from the
assumed 23% for the grass reference
surface. Storage of heat within the pan
can be appreciable and may cause
significant evaporation during the
night while most crops transpire only
during the daytime. There are also
differences in turbulence, temperature
and humidity of the air immediately
above the respective surfaces. Heat
transfer through the sides of the pan
occurs and affects the energy balance.

The pan evaporation is related to the
reference evapotranspiration by an
empirically

derived pan coefficient:

ET, =K, E,an (5)

Where

ET, reference evapotranspiration
[mm/day],

K, pan coefficient,

Epan Pan evaporation [mm/day].

Pan coefficient (Kp): 2.6

Pan types and environment:
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In selecting the appropriate pan
coefficient, not only the pan type, but
also the ground cover in the station, its
surroundings as well as the general
wind and humidity conditions, should
be checked. The sitting of the pan and
the pan environment also influence the
results. This is particularly so where
the pan is placed in fallow rather than

cropped fields. Two cases are
commonly considered: Case A where
the pan is sited on a short green (grass)
cover and surrounded by fallow soil;
and Case B where the pan is sited on
fallow soil and surrounded by a green
crop, we will use equation (6) to
calculate pan coefficient for case A
which stated as:

Kp =0.108 - 0.0286 u,+ 0.0422 In(FET) +0.1434 In(RHmean) - 0.000631

[IN(FET)]2 In(RHmMean)

u, average daily wind speed at 2 m
height (m s™)

RHean average daily relative humidity
[%] = (RHmaX + RHmin)/2

Evaporation is one of important
element using in proper irrigation
management although
evapotranspiration, calculating  of
monthly average daily of evaporation
through calculating the loss of water
by monthly average daily
evapotranspiration from FAO
Penman—Monteith equation(Equation
4). We applied this equation for 22
different climate station in Iragq using
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(6)
K, pan coefficient

FET fetch, or distance of the identified
surface type (grass or short green
agricultural crop for case A, dry crop
or bare soil for case B upwind of the
evaporation pan).

3. Result and discussion:

climate elements (max. temp., min
temp., RH %, sunshine duration, wind
speed). During the period 2004-2013,
the lowest value was calculated in
January for Mosel station 0.68
mm/day while highest value was
calculated in June for Basrah station
was 14.565 mm/day.

Figures (1), (2) and (3) Represent
monthly distribution of
evapotranspiration in Irag.
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Figure (1): Evapotranspiration map for Irag in January.
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Figure (2): Evapotranspiration map for Irag in July.

& Export_Output_8
ET-Average1

Va

- High - 7.47427

Evapotranspiration

Evapotranspiration

1:5,500,000

Figure (3): Average Evapotranspiration map for Irag.

Mean monthly total evaporation
measured for 15 climate stations for
the period (2004 — 2013) in Iraqi
meteorological ~ organization and
seismology which are less than 22
stations used in calculating
evapotranspiration due to shortage in
measuring evaporation data. Lowest
mean monthly total evaporation was
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recorded in January in Mosel climate
station was 34.9 mm while highest
value recorded in Al Hai climate
station in July was 651.4 mm. Fig (4)
represent mean  monthly  total
evaporation for Iraq which illustrate
increasing in a mount of evaporation
as we directed south.



JOURNAL OF MADENT ALELEM COLLEG VOL 9 NO 2

YEAR 2017

& Export_Output_6

Evaporation

Value

High : 92.5987

Low : 44.5571

Evaporation

1:5,500,000

Figure (4): Average Evaporation map for Irag.

From equation (5) we calculate pan
coefficient (conversion constant) for
11 climate stations. Table (1) represent
seasonal conversion constant Kp for

value equal to 0.67 in winter cooler
time in the year and 0.59 in summer
or warm period. These values were
close to the recorded value 0.7 and 0.6

some station in lraq and the mean respectively for other cities [3].
Table (1): Kp for Iragi stations.
Conversion Constant
Winter Spring Summer Autumn
Mousel 0.59 0.57 0.43 0.5
Kirkuk 0.61 0.7 0.54 0.47
Beji 0.56 0.53 0.54 0.52
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Khanagen 0.4 0.4 0.32 0.34
Baghdad 0.76 0.67 0.6 0.68
Karbala 0.81 0.75 0.69 0.74
Hilla 0.8 0.78 0.74 0.76
Hai 0.65 0.58 0.51 0.55
Najaf 0.6 0.57 0.53 0.53
Amara 0.83 0.81 0.77 0.79
Basrah 0.78 0.86 0.82 0.85
Average 0.67 0.66 0.59 0.61
Figure (5) illustrate the relation Basrah climate station (2004-2013).

between ETo calculated from Penman-
Montieth equation and evaporation
measured by Iragi meteorological
organization and seismology for
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We found that the relation was linear
as indicated by the relation:

Y=0.918+0.239x

with R2=0.9615
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ETo vs Evap. for Basrah (2004 -2013)
y=0.918+0.239*x

55
4.5
3.5
2.5

ETo mm/d

0.5 =
0 4 8 12 16 20

Evap. mm/day

Figure (5): Relation between ETO and Evaporation (Basrah).

Figure (6) illustrate relation between Measured by IMO for Baghdad
ETo calculated from Penman— climate station.

Monteith ti d ti
onteith equation and evaporation We find R2=0.9955.

ETo vs Evap. for Baghdad (2004 - 2013)
y=0.706+0.561*x

11

5
ETo mm/dq

o 2 4 6 8 10 12 14 16 18
Evap, mm/day

Figure (6): Relation between ETO and Evaporation (Baghdad).

Figure (7) represent a degree of a
comparison between evaporation
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calculated by appling equation (5) and climate station for 2013.
evaporation measured for Baghdad

Calculated , Measured Evap. for baghdad 2013
Y (L)=6.917+0.075*x
Y (R)=7.537+0.105*x

18
16
14
12
10

measured Evap, mm/day
calculated Evap. mm/day

O N b O

1 2 3 4 5 6 ndaths® 9 10 11 12

Figure (7): Comparison between measured and calculated evaporation.

Conclusion:

We notice from the distribution map for evapotranspioration and evaporation climate
elements that its values were less than the values of its records in Nassirya, Ammara, Simawa as
that’s related to Basrah city were it is surrounded by water area be a source of water vapor in the
atmosphere increasing humidity decreasing evapotranspiration and evaporation process.
Evaporation affected by relative humidity and wind speed surrounding station like Nassirya
having higher speed of air than Basrah also prevailing wind in Basrah was SE for some month
which mean that the blowing air on Basrah city comes from Arab Gulf saturated by water vapor
decrease evaporation and evapotranspioration. Evaporation is very important element in irrigation
process , the amount of water evaporated during time affected by more than one parameters
complicated the measurement accuracy, our procedure aimed to calculate amount of evaporation
from calculating evapotranspiration and pan coefficient using cropwat v 8.0, from Figure(7) we
found a similarity between calculated and measured evaporation giving high reliability to adopt
this method to find missing data for evaporation element for different places in Irag.
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Abstract
The main objective of this paper is to study the pyramidal fuzzy numbers in fuzzy differential
equations and introduce a new approach for solving fuzzy boundary value problems. Also, we give an

example, where we compare the fuzziness of "pyramidal solution to that one, which is derived by the
extension principle.

Keywords: Fuzzy sets, Boundary Fuzzy differential equation, Boundary value problems, Pyramidal fuzzy numbers
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The concept of fuzzy sets was introduced
initially by Zadeh in 1965, [1]. Since then, this
concept is used expensively in fuzzy systems
described by fuzzy processes which look as their
natural extension into the time domain.

The term 'fuzzy differential equation
was coined in 1978 by A. Kandel, Wj. Byatt, in [2]
they were carefully studied, for example, solution
of fuzzy differential equations provide a
noteworthy example of time dependent fuzzy sets
in [3],[4].it was followed up by dubois and prade
[5 ] who used the extension principle in their
approach. The study of fuzzy differential
equations has been initiated as an independent
subject in conjunction with fuzzy valued analysis
[6] and [7] and set-valued differential equations
[8] Initially, the derivative for fuzzy valued
mappings was developed by Puri and Ralescu the
theory of fuzzy differential equations seems to
have split into two independent branches, where
the first one relies upon the notion of Hukuhara
derivative [9], and the second we define the class
of pyramidal fuzzy numbers and offer a new
definition of the solution to fuzzy differential
equations.

Definition (2.1) [15]:

In the last few years, many works have
been done by several authors in theoretical and
applied fields see [10, 11, 12]. A variety of exact,
approximate and purely numerical methods are
available to find the solution of a fuzzy initial
value problem. It is an important problem that we
know a differential equation has a unique
solution. There are many theorems and
reasonable conditions for this aim. The shooting
method can approximate the unique solution for a
linear fuzzy boundary value differential equations
see [13, 14].

In this paper, the concept of pyramidal
fuzzy numbers have been used to solve differential
equations and then extended to solve fuzzy
boundary value problems (FBVP)

2-Preliminaries

In this section, several basic concepts of
fuzzy system, fuzzy differential equations and
function of matrices will be recalled; we start with
the obvious definition of fuzzy differential
equation.

A fuzzy set A on the set of real numbers R is convex if and only if:

Mg (Ax1+ (1-2) X2) = Min {Mx(x,), Mg (x)}... (2.1)

for all x;,, x, ERand all A € [0, 1].

Remark (2.2):

A fuzzy number is a function u: R— [0, 1] satisfying the following properties:

1-u is normal, i.e. there exists a unique X, £ R with u(xp) = 1.

2-u is convex fuzzy set.

3-u is upper semi continuous on R.

4-The support of A is compact.
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The family of fuzzy numbers which will be denoted by E and for 0 <= r <= 1, [u]" denotes {x € R: u(x)
>r} which is called the r-level set and [u]’ denotes {x £ R:u(x) = O}which is called the support of the fuzzy
number u it should be noted that for any 0< r <1, A[u]" is abounded closed interval for u, r& Eand A R,
the sum u+v and the product Au can be defined by :

[u+v]"=[u]+ V]’

[Au]"=[u] re [0, 1]

Where [u]'+ [v]" means the addition of two intervals of R and A[u]" means the product between a scalar and
a subset of R.

Arithmetic operation of arbitrary fuzzy numbers u= ((r), u(r)), v= (©(r), v(r)) and A € R can be
defined as:

1-u=v if and only if 2(r) =2(r) andu (r) =v(r)
2-u+ v = (u(r) +v(r),u (r) +v(r)
3-- v = ((r)-u(r), w(r)-5(r)) (22)

_ﬂ hu(r), Au(2)), ifL =0

&

(ArT)Au () ifd <0

A,

Note that the crisp number & is simply represented by u(r) = u(r) =& which is obtained by
letting r=1.

In the following, we recall some definitions concerning fuzzy differential equations:

Definition (2.3) [16]:

Let P(R") denote the family of all non-empty compact convex subsets of R" and define the
addition and scalar multiplication in P, (R") as usual. Let A and B be two non-empty and bounded subsets of
R", then the distance between A and B is defined by the following Housdorff metric:

d (AB)=max{sup inf d(a,b), sup inf d(b,a)} (2.3)
acA beB bEB acA

Where d (a, b) denotes the usual distance function in R".

Now, we denote E" = {u: R" — [0, 1] u satisfies (1)-(4) above.

Definition (2.4) [17]:

A mapping f: T— E for the interval T = R is called a fuzzy process. Therefore, its r-level set can be
written as follows:

[fOI=[fZ@), L1t T, r£[0,1] (2.4)
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Definition (2.5)[18]:

A function F,: E"-P, (R") is called Hukuhara differentiable at a point t, € R" if for h=0
sufficiently small, we have:

Fyitg+h)—Fgitg

Frr(t[]:l = ]i]nh—ﬂ]"' h

Fpity)—Fgltp—h)

= limy,_ - .

Fyity+h)—Fgitp)

= lim,;__, -

(2.5)

where the limits of Hukuhara derivative are taken in the metric space (Px(R"),d), andF ,(to+h)-F . (to)=( a-b
a _E )

Definition (2.6)[19]:

A mapping F: T—E" is called differentiable at t,€ T,if for any « € [0, 1], the set valued
mapping F, (t) =[F(t)]* is Hukuhara differentiable at a point t, with D F, (t;) and the family { D F, (to)|cce
[0,1]} define a fuzzy number F’(to)EE", which is called the differentiation of F at t,.

If F: T —E"is differentiable at t, £ T, then we say that F' (t,) is the fuzzy derivative of F (o)

at the point t,.

3. Solutions of Pyramidal Fuzzy Numbers

The pyramidal number is one of the fundamental aspects in differential equations, in general and of
fuzzy differential equations in particular. Therefore, several approaches are proposed to study this subject.

Hence, in this section, we will give one of such approaches as a theorem. Also, we will set and present
some of the basic ideas for the construction and proof of the pyramidal fuzzification.

Definition (3.1)[20]:

The fuzzy number x2E" is called pyramidal if its e-level sets are n-dimensional rectangles for

0= a =1.

The Pyramidal Method For Solving Fuzzy Differential Equations (3.2):

There exists a fuzzy process x: [0,T] =E" ,such that

X(®1" = *i [g5(0. g5.0]  (3.1)
Where X denotes the usual set theoretical Cartesian product
Proof:see[20].

Pyvramidal Fuzzification For Solving Linear Fuzzy Systems(3.3):
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In this section, if the function z(t, X,) from the preceding section may be given in a closed from, then
a more direct method of fuzzification of the crisp solution may be proposed and used later to solve FBVP'S.

Theorem

Consider an initial value problem for the linear system

1
X (t) = :2) = e Where A (t) is an nx n matrix

AZ
edt=] +At+— t*+... (4.1)
2!

Then the fuzzy process x (t) satisfies

x(t)=A(tlx(t)+ a (tj‘

x(ty) = xy 4.2)

Where x(t) = ;—: will be solved.

There it can be obtained
% ()= (Ef, K) %o +J, (E;T A) @(n)de (4.3)

Proof see [20].

4-Solution of Fuzzy Boundary Value Problems

Differential equations which are given with fuzzy conditions given at two or more points of the
domain of definition are called FBVP'S. We consider non fuzzy differential equations of order two with
boundary fuzzy conditions at the end points a, b.

y =f(x,y,¥),a<x<b,y(@)=a andy (b) =p....... €))
under what conditions a boundary value problem has a solution or has a unique solution.

Existence and unigueness (4.1) [11,16]

Suppose that f is continuous on the set
D={(x,y,Y);a<x<b,-00 <y< w0 -0 <y < o}
and the partial derivatives f,and f,- are also continuous on D. if
1)f,(x,y,y) =0, forall (x,y,y)inD, and
2) there exists a constant M such that
|f},- (x, y,y'j | <M for all (x,y,y) in D,
then the boundary value problem(1) has a unique solution.

Example (4.2)
Consider the following boundary value problem:
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y'+e ¥ +sin(y)=0,1sx<2,y(1)=y (2 =0.

Determine if the boundary value problem has a unique solution.

Rewrite y” =—e™*" —sin (y). So f(x, y, y) = —e"*=sin (y)

Check conditions:

f(x,y,y) =—e " =sin(y), fy(x,y,y )= xe~
D={(X,y,Y); 1<x<2,-00 <y 00, -00 < y < o0}

T

¥, and f,-(x,y,y") = = cos(y’) are continuous on

() fy(x,y,y )=xe ™ =0onD.

(i) |[fy (xy.¥)|=1—cos(y) | s1=M.
So, the boundary value problem has a unique solution in D.

Example (4.3)
Consider the linear boundary value problem:

y"=pX)y'+a(X)y +r(x),a<x<b,y(a)=e andy (b) =f.
Under what condition(s) a linear BVP has a unique solution?
f(x, y, ) = pOy'+ ax)y + r(x), f y(x, v, ¥ )= a(x), f,- (x.¥.¥ )= p(x) are continuous on D if p(x),q(x) and
r(x) are continuous fora<x<b

afy(x,y,y)=q(x) =0forasxs<bh.

b. Since fy” is continuous on a, b, fy” is bounded.

So, if p(x), q(X) and r(x) are continuous for a < x < b, and g(x) = 0 for a < x < b, then the boundary
value problem has a unique solution.

The existence of a unique solution for fuzzy initial value problems will relate by the shooting
method of the existence of a unique solution for fuzzy boundary value problems is studied depending on the
initial fuzzy value problem.

5. The Shooting Method for Solving Fuzzy Linear BVP's [13, 14]:

The shooting method for solving fuzzy linear differential equation is based on the replacement of
the fuzzy boundary value problem by its two related fuzzy initial value problems, as it is in usual case for
solving non-fuzzy boundary value problems.

Now, consider the linear second order fuzzy boundary value problem:

Y =pX)Y'+ gX)Y + 1(X), @S XD i (5.1)
with fuzzy boundary conditions:
G R IR () K I (5.2)

where a and [ are to pyramidal fuzzy .the differential equation
(i) p(x), q(x) and r(x) are continuous on [a, b].
(i) g(x)>0on [a, b].
Hence, the related two fuzzy initial value problems are given by:

u” =pXx)u'+gq(x)u,a<x<b,u(@) = 6 LU(@) = 1 (5.3)
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and

V! = POOV'+ OOV + 1(X), S XS D, V(@) = 00, V() = 0 v (5.4)

To find the solutions of the fuzzy initial value problems (5.3) and (5.4), respectively, the a-level
equations related to these fuzzy differential equations are evaluated, which are:

[U"]e=pX)[u]e + aX) U]« [u@)]e= 6 w [UW(@)]e = i G erreereae e (5.5)
and

[V'"e=p ) [V'Tata(X)[V]a + r(X), [v(a)]a:& @ [V (@)]a=0 g (5.6)
We can check that y (x) is indeed the solution of the original fuzzy BVP, since:

v 0= v+ 2

- u(b)
and

85— vi(b

y 0= v + POy

- u(b)
So:

. , B-v(d)
Y 700D () + 00 00+ 10 + D0 09 + 0 ()
u
_ y
oo 09 + P2y qooty 00 + B G o+ v
u(b) u(b)
=Py () + a9 y () + (9
Moreover:
i B - v(b)
y (@) =%, (6,8) = v (2) + u@ . 0=@=2m
= A u(b)
PR L A C)
u(b)

and

Y )=x,00,8) = v (b) + LX) ()

= u(b)
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é—umu
u(b)

= v (b)+ (b)

—v()+p -v(b)=p

YEAR 2017

Hence, y (X) is the unique solution to the linear BVP, provided, of course, that u (b) # 0.

Similarly, as in upper case, we have:

p-v() _

yx)=x,(0t)= V(x) + ——T(x) , 0=60=2xm

(b)

Next, an illustrative example for solving FBVP analytically will be considered.

Example (5.1):

To solve the nonlinear fuzzy boundary value problem using the shooting method, where:

y =2yy’,y (0)=-1,y ) =-1,x €[0]
Hence the linearized system evaluated at the point [% , 0] is given by:
Let ¥4=¥,
?:—5:2 V1o
Hence in matrix form:

Ejz[ g Hgﬂ Y10 =-1 ﬁz((g):if

B=-1 a-=1 x€ [0, ;]

In order to solve the above fuzzy BVP consider the first non-fuzzy BVP:

B-[2 YE) wo=.mo-T.

and hence the eigenvalues of A are givenby &, =0, A,=1

Therefore to find the corresponding eigenvectors
Let Au= Au
Then

[ Al
0 i, u,
This implies

ﬁZ:O ﬁl = ‘ﬁl:r, r=1
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aclf e[}

Hence

At —

=[5 o e pee’

=[5 4l
Therefore
e = diag (e“%)
And so
- Ot _ s
oo lls Wlo "ill]
[o llo il
oz
_ [u -1+ e*] [EM]
0 L
Hence
i, (t) = 0 g Ei(t) =—1+ e’ 1y,

ﬂz (t)=0 ﬁm ﬁz =0 ﬁoz

Uy =-V1 — Uy N1 — Ja=1
;I_rl'-uzz 1"u'l 1l—ao ﬂuzzl‘l'\.'l 1—

Now, consider the second nonfuzzy BVP:

EJ=[§ ]i][ﬁi], 5,0)=1 ,5,(0)=0

and hence the eigenvalues of A are givenby &, =0, A,=1

Therefore to find the corresponding eigenvectors
Let Av= Av

Then

0 117[v,]_ ?:‘1]
[ﬂ 1][?:'2}_1[?:'2
this implies

ﬁzz'ﬁ.l = 'ﬁ-lzr, r=1
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sofl 5[}

Hence

—_ 11 At — at -1
p—[l 1],6 =pe™p, where

B

Therefore
EEI.'I:= d|a.g (EEI.‘I:)

and so

2O Y [P | B | K
S DO | i K
-[o ol[s]

Hence:

Vy(t)=-cost Ty, () =-sint Ty,

T, ()=sint o, Uy (t) =-Cost Ty

V= 1l-vl—a Uy=l+vV1-— a) , a=1
Vor=-V1 -« Vpp=Vl-a

B-Ty(t) —1-0F01
Now A= £

fyle) ool

i_ﬁ—%ﬂ;}_—i— oroz
T o Gye)  —1+et@oz

Since the general solution of fuzzy boundary value problem using the shooting method is given
by:
y=v®+4iu ), ¥t) =v(r) + AT (1)

The results could be compared with the crisp solution at «t=1, and for t =§, to given

YR =v+iu)=-1
¥(Z) =vO+aud=-1
Where the crisp solution at t =§ is given by:

y;)=-1.
Also, we can make a comparison between the crisp solution and fuzzy solution with &=1 as in the
following Fig. (1)
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Fig. (1) : A comparison between crisp and fuzzy solution with , ci=1

Example (5.2):

YEAR 2017

Consider the second order fuzzy differential equation of boundary value problem:

y =-y,y(0)=1,y(1)=-1I,x£[0,1]
Let 7=,
Fi= 3

Hence in matrix form:

Ej=[_‘i tﬂ Bfﬂ ¥:1(0)=1 y,(1)=-1

f=-1 a-=1 XE [0, 1]

In order to solve the above fuzzy BVP consider the first non-fuzzy BVP:

B-[0 YE) wo=.mo-T.

and hence the eigenvalues of A are givenby &; =1, A;=-i

Therefore to find the corresponding eigenvectors
Let Au= Au

Then
[ﬂ 1][2&'1] :i[ﬁi]
This implies

ﬁzziﬁl = ‘ﬁ:l:r, r=1

w=[i]=fo] +1[4]
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Hence

<[ o] b’

1 [ 0 - 1]
P=l-1 o
Therefore
) [cosl}jt — sinbjt ]
eift= g% | | . .
sin bjt cosbjt

And so
ﬁ(t)=[ 01 ] [c.ost — smtt] [ 0 — 1] [E“i]
10 llsint COs -1 0lluy,
_ Lsint cost ] [ 0 — 1] [ﬁ.ui]
ost —sint -1 0lluy,
_ [—cnst — sint] [ﬁ.ﬂi]
sint —costl|u,,
Hence

2, () = -cost &y iy (t) = -sint iy

1, (1) = sint 1y, 1L, (t) = -cost g,
Uy =V1—a Uy, =1 — & =1
'i_rl'--uuzz :I."'.Iu'I 1—ex ﬁuzzl‘l'\.'l 1— e

Now, consider the second nonfuzzy BVP:

KIN S

2

=i

10=1 ,7,0=0

and hence the eigenvalues of Aare givenby &A; =1, A;=-i

Therefore to find the corresponding eigenvectors
Let Av= Av
Then

3 SR
-1 olly,l 'y,
this implies

V=i, = 1v=r, r=1
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{Hal 0

Hence
_[0 1] At jt ol
p_|:1 ﬂ , € _pE p ,Whel’e
_1_|: ﬂ - 1]
P=l_1 o
Therefore
otz oot [c.ush.jt - sinhjt. 1
sin bjt cos bjt]

and so
'ﬁ't—[ﬂ 1][cost — sint ] [ 0 —1][i"rui]
= 1 0 llsint costll —1  0l|¥v,,

_ Lsint cost ] [ 0 — 1] [ﬁui]

" lcost —sint -1 0|V,

_ [—cnst — sint] [ﬁui}

“lsint —costl [V,
Hence:

Vy(t)= -cost Vg, Uy (t) =-sint Ty

Uy ()=sint By, 14 (t) =-Cost Ty,

Eﬂiz 1Vl —a .ﬁ.uizl +y1- or) , =1
Vgp=-V1—a Uy = V1 —«

E—ﬁ (¢} —1l+cost 7Ol
Now A==——=

Gy ()~ —cost finl

2 B-Ty(t) —1+sint 702
T Wylt) | —sint@oz

he results could be checked by comparing them with the crisp solution at =1 , and fort = 1, we have
y ()= v () +4u (t)=-09992.

y(t)=v(t)+ AU (t)=-0.9992.
Where the crisp solution att=1is given by y(1) =-1
Also, we can make a comparison between the crisp solution and fuzzy solution with ¢¢=1 as it is illustrative in Fig. (2)
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15 —s— Crisp
—=— Approximate

1=

0.5 4

0

0.5 4

-1 4

15

Fig. (2): A comparison between the crisp solution and fuzzy solution at =1,

As a boundary value for the FBVP of 8 we take a fuzzy number x,EE", such that
d_g(3D o0 0 00 0,00 2

[xal"={(*1 x2) ER*| (xy_x3 )+ (x7_x3" )= rg (1 —a)}

X eER X ER 1y, = 0.

Using Nguyen's theorem [20], we see that the & level sets of the fuzzy solution u (t) will be convex
compact sets in R?, their boundaries having the following parametric representation:

Xy =r[1-M () r>0

(222207 + (x8_x99F £ 12 (1 o)

x]_x1%=r (a) cosO

x5 _x3%=r (&) sinB

x0=r (@) cosB+x]°

x3=r () sinf+x3°

And hence the general solution of the FBVP using the shooting method is given by:
%, (6,8) = vy (0 +Au, (1), %, (6,8) = Ty(t) +A (1)

x, (8,t) =-cost(r () cosB+x]")-sint(r (cr) sinf+x37)

X, (0,t) =sint(r (&) cosB+x2%)- cost(r (a) sinf+x2°)
[X]"={(*1, X3) ER’| () cos® 8 + r*(cc) sin® 8
<’ (a) (cos™8 + sin”0)
=rf(a) =15 (1-ay

ra)= rg(l—a 0Za=1 , 0= 6 <2m

Now, consider the fuzzy boundary values
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2] =—-1, 20 =1 ,x9° =%2° = 0, =2 and & £[0, 1] .for t = 0,0.1,0.2,....,1 the approximate solution for =0,

0.2,0.4, 0.6, 0.8 are obtained in tables 1 to 5.

Table 1: the approximate solution X3 (&, £} and x3(8.t}

a=02
T B=0 N E:Sﬂ N B:lsﬂ N B=Z70= E:iGﬂ ®
Xy Xz Xy Xz Xi Xz Xy Xz Xy Xz
0 16 o 1.6 o -1.6 0 16 o 1.6 0
0.1 1.598 0.003 -1.598 0.003 -1.598 0.003 1.598 0.003 1.598 0.003
0.2 1.598 0.005 -1.598 0.005 -1.598 0.005 1.598 0.005 1.598 0.005
03 1.598 0.008 -1.598 0.008 -1.598 0.008 1.598 0.008 1.598 0.008
0.4 1.598 0.011 -1.598 0.011 -1.598 0.011 1.598 0.011 1.598 0.011
0.5 1.598 0.014 -1.598 0.014 -1.598 0.014 1.598 0.014 1.598 0.014
0.6 1.598 0.016 -1.598 0.016 -1.598 0.016 1.598 0.016 1.598 0.016
0.7 1.598 0.019 -1.598 0.019 -1.598 0.019 1.598 0.019 1.598 0.019
0.8 1.598 0.022 -1.598 0.022 -1.598 0.022 1.598 0.022 1.598 0.022
0.9 1.598 0.026 -1.598 0.026 -1.598 0.026 1.598 0.026 1.598 0.026
1 1.598 0.027 -1.598 0.027 -1.598 0.027 1.598 0.027 1.598 0.027
) Table 2: the approximate solution —_(x_1(6,t)) and ~(x_2(6,t
a=04
T B=0= B=90= B=18I‘)= B=270= B=36()=
X1 X2 Xi X2 Xi X2 Xi X; Xi X,
[} 1.2 [} 1.2- [} 1.2- [] 1.2 0 1.2 L]
0.1 1.199 0.002 1.199- 0.002 1.199- 0.002 1.199 0.002 1.199 0.002
0.2 1.199 0.004 1.199- 0.004 1.199- 0.004 1.199 0.004 1.199 0.004
03 1.199 0.006 1.199- 0.006 1.199- 0.006 1.199 0.006 1.199 0.006
0.4 1.199 0.008 1.199- 0.008 1.199- 0.008 1.199 0.008 1.199 0.008
0.5 1.199 0.010 1.199- 0.010 1.199- 0.010 1.199 0.010 1.199 0.010
0.6 1.199 0.012 1.199- 0.012 1.199- 0.012 1.199 0.012 1.199 0.012
0.7 1.199 0.014 1.199- 0.014 1.199- 0.014 1.199 0.014 1.199 0.014
0.8 1.199 0.017 1.199- 0.017 1.199- 0.017 1.199 0.017 1.199 0.017
0.9 1.199 0.019 1.199- 0.019 1.199- 0.019 1.199 0.019 1.199 0.019
1 1.199 0.020 1.199- 0.020 1.199- 0.020 1.199 0.020 1.199 0.020
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Table 3: the approximate solution X3 (8.t} and =3(6.t]

NO 2

YEAR 2017

a=0.6
T o o o o o
H =0 H =90 H =180 H =270 H =360
X1 X, X1 X, Xu X; Xi Xz X2 X2
0 0.8 0 0.8- 0 0.8- 0 0.8 0 0.8 0
0.1 0.799 0.002 0.799- 0.002 0.799- 0.002 0.799 0.002 0.799 0.002
0.2 0.799 0.002 0.799- 0.002 0.799- 0.002 0.799 0.002 0.799 0.002
0.3 0.799 0.004 0.799- 0.004 0.799- 0.004 0.799 0.004 0.799 0.004
0.4 0.799 0.007 0.799- 0.007 0.799- 0.007 0.799 0.007 0.799 0.007
0.5 0.799 0.007 0.799- 0.007 0.799- 0.007 0.799 0.007 0.799 0.007
0.6 0.799 0.008 0.799- 0.008 0.799- 0.008 0.799 0.008 0.799 0.008
0.7 0.799 0.001 0.799- 0.001 0.799- 0.001 0.799 0.001 0.799 0.001
0.8 0.799 0.011 0.799- 0.011 0.799- 0.011 0.799 0.011 0.799 0.011
0.9 0.799 0.012 0.799- 0.012 0.799- 0.012 0.799 0.012 0.799 0.012
1 0.799 0.014 0.799- 0.014 0.799- 0.014 0799 0.014 0.799 0.014
Table 4: the approximate solution X1 (&, t1 and xz(8.t]
a=0.8
T c c c c c
H =0 H =90 H =180 H =270 H =360
X Xz X X2 X1 X; Xi X2 X X2
(] 0.4 0 0.4- 0 0.4- 0 0.4 0 0.4 0
0.1 0.391 0.001 -0.391 0.001 0.391- 0.001 0.391 0.001 0.391 0.001
0.2 0.391 0.001 0.391- 0.001 0.391- 0.001 0.391 0.001 0.391 0.001
0.3 0.391 0.002 0.391- 0.002 0.391- 0.002 0.391 0.002 0.391 0.002
0.4 0.391 0.003 0.391- 0.003 0.391- 0.003 0.391 0.003 0.391 0.003
0.5 0.391 0.004 0.391- 0.004 0.391- 0.004 0.391 0.004 0.391 0.004
0.6 0.391 0.004 0.391- 0.004 0.391- 0.004 0.391 0.004 0.391 0.004
0.7 0.391 0.005 0.391- 0.005 0.391- 0.005 0.391 0.005 0.391 0.005
0.8 0.391 0.006 0.391- 0.006 0.391- 0.006 0.391 0.006 0.391 0.006
0.9 0.391 0.006 0.391- 0.006 0.391- 0.006 0.391 0.006 0.391 0.006
1 0.391 0.007 0.391- 0.007 0.391- 0.007 0.391 0.007 0.391 0.007
Table 5: the approximate solution X1 (8, t] and x2(8.t)
a =10
o o o o o
T H =0 H =90 H =180 H =270 H =360
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Xi Xz Xa Xz Xa Xz Xa X, Xa Xz

[} 2 ) 2. ) 2. ) 2 o 2 )

0.1 1.998 0.004 1.998- 0.004 1.998- 0.004 1.998 0.004 1.998 0.004
0.2 1.998 0.006 -1.998 0.006 1.998- 0.006 1.998 0.006 1.998 0.006
03 1.998 0.01 1.998- 0.01 1.998- 0.01 1.998 0.01 1.998 0.01
0.4 1.998 0.014 1.998- 0.014 1.998- 0.014 1.998 0.014 1.998 0.014
0.5 1.998 0.018 1.998- 0.018 1.998- 0.018 1.998 0.018 1.998 0.018
0.6 1.998 0.02 1.998- 0.02 1.998- 0.02 1.998 0.02 1.998 0.02
0.7 1.998 0.024 1.998- 0.024 1.998- 0.024 1.998 0.024 1.998 0.024
0.8 1.998 0.03 1.998- 0.03 1.998- 0.03 1.998 0.03 1.998 0.03
0.9 1.998 0.032 1.998- 0.032 1.998- 0.032 1.998 0.032 1.998 0.032
1 1.998 0.034 1.998- 0.034 1.998- 0.034 1.998 0.034 1.998 0.034

6 - Conclusion

In this paper, we applied the pyramidal fuzzy numbers to solve
fuzzy boundary value problems under generalized shooting method
another application of fuzzy boundary value problems. This method
can be extended for an nth order fuzzy boundary value problem. In
the future, and following the ideas, we plan to consider the equations
Yy () = -ty (1), or y (t) = ¢, yX(t)+c, with ¢y, arbitrary constants.
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Spectrophotometric Determination of Chloramphenicol in Bulk and
Pharmaceutical Preparation

Tarig Y. Mahmoud, Sarmad B. Dikran, Alaa K. Mohammed

Dept. of Chemistry- College of Education for Pure Science (Ibn Al- Haitham)/
University of Baghdad

Abstract

Chloramphenicol is spectrophotometrically determined by the formation of a
colored charge transfer exhibiting Amax at 445 nm after the reaction of the secondary
amine with sodium nitroprusside in the presence of NH,OH in alkaline medium.
Classical univariate and chemometric central composite experimental design
approaches were used to find the optimum experimental conditions for the parameters
affecting the formation of CT-complex. The proposed method is simple and sensitive
for the determination of the drug in a concentration rage of 1.0-25.0 pg.mL™ with
molar absorptivity8.142 x 10°L.mol™.cm. and r= 0.9995. The validity of the method
was confirmed by finding the regression equation, accuracy, precision, and detection
limit. Chloramphenicol was successfully determined in its pharmaceutical
preparations by the developed procedure with a reasonable of recovery and precision.
Statistical validation of the obtained results was made and the method shows
acceptable recovery and repeatability.

Key words: chloramphenicol determination, spectrophotometry,central composite
experimental design.
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Introduction

Chloramphenicol (CAP) is a powerful
bacterial protein synthesis inhibitorfirstly
isolated from cultures of Streptomyces
venezuelae™ 2. It is used for salmonella
infections (i.e. typhoid and paratyphoid fever
and in severe systemic Arizona infections) and

OH

in various bacterial eye infections which
occurs  particularly in drug  abusers.
Chemically, the name of the drug is 2,2-
Dichloro-N-[1,3-dihydroxy-1-(4-nitrophenyl)-
2-propanyl]acetamide and its chemical formula
is and molar mass 323.132 g/mol. The
structural formula of CAP is given in Figure 1.

Cl

Cl

OH

Figure 1: The structural formula of chloramphenicol.

Several analytical methods have been
reported  for  the  determination  of
chloramphenicol CAP in both pure form and as

pharmaceutical preparations. Including
determination of Simple photometric and
colorimetric determinations of

chloramphenicol ~ were investigated [®!.

Determination of chloramphenicol in tablets by
electrogenerated chemiluminescence’s coupled
to flow injection analysis (FIA)®, high
performance liquid chromatography (HPLC)
() spectrophotometry © 9.

This works aims to introduce a new simple
and sensitive method for spectrophotometric
determination of CPA in its pure form and in
pharmaceutical preparations after
complexation with sodium nitroprusside. The
CT complex is formed in alkaline medium the
presence of NH20H.HCI®. Univariate and
chemometric central composite design ® were
followed for optimization experimental
variables.

Experimental

Instrument

CECLL CE 7200. UK (7000 series) Double
beam UV- Visible spectrophotometer with 10
mm quartz cell.
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Reagents:

All reagents and chemicals used were of
Analar grade. Chloramphenicol powder was
obtained from the State Company for Drug
Industries and Medical Appliances Samara-
Irag (SDI)in pure form (99.99%).

— Sodium carbonate -1- hydrate solution(6%
w/v): six grams of the reagent was
dissolved in distilled water and the volume
of the solution was made to the mark with
the same solvent in a 100 mL-volumetric
flask.

— Chromogenic reagent (SNP) solution:
100mL  of [0.8%  (w/v) sodium
nitroprusside and 0.186% (wiv)
Hydroxylamine hydrochloride]. Prepared
by dissolving 0.8 g of sodium nitroprusside
and 0186 g of hydroxylamine
hydrochloride in distilled water. The mixed
solution was then diluted to 100 mL in a
volumetric flask.

Preparation of standard stock solution (200

ug.mL™)
0.02 gm of pure chloramphenicol powder was

dissolved in 3 mL of 6% Na,CO; solution. The
resulted solution was diluted to 100 mL with
distilled water. Working standard solutions were


https://www.google.iq/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&uact=8&ved=0ahUKEwj9yuucwaDRAhXCPhQKHf0_CJoQFggYMAA&url=http%3A%2F%2Fwww.chemspider.com%2FChemical-Structure.292.html&usg=AFQjCNGLxhIULF_LAkrky_LkcZT1R9SzXg
https://www.google.iq/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&uact=8&ved=0ahUKEwj9yuucwaDRAhXCPhQKHf0_CJoQFggYMAA&url=http%3A%2F%2Fwww.chemspider.com%2FChemical-Structure.292.html&usg=AFQjCNGLxhIULF_LAkrky_LkcZT1R9SzXg
https://www.google.iq/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&uact=8&ved=0ahUKEwj9yuucwaDRAhXCPhQKHf0_CJoQFggYMAA&url=http%3A%2F%2Fwww.chemspider.com%2FChemical-Structure.292.html&usg=AFQjCNGLxhIULF_LAkrky_LkcZT1R9SzXg
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prepared daily by serial dilutions of the stock
solution as required with distilled water.

Preparations of sample solutions

1- In Capsule

The contents of 10 capsules were individually
weighted out to get the average weight of the
capsules. An amount of the powder equivalent to
0.02 gm. of CAP was weighted, then about 5 mL
of 6% Na,CO; was added, the mixture was
transferred into 100 mL volumetric flask, and the
flask contained was swirled. Distilled water was
then added to make the volume 100 mL to get
200 pg.mL? solution of chloramphenicol. The
undissolved materials were filtered-out by
passing them through a filter paper (Whatman
No.41) before using distilled water to prepare
more dilute working solution by subsequent
dilutions and applying the recommended
procedure.

2- In Eye Drop

4 mL of the sample solution was transferred
into a 100 mL volumetric flask, 5 mL of 6%
Na,CO; was the added with continuous swirling.
The mixture was left to stand for 5 min. before
dilution to the mark with distilled water to get 200
pg.mL™ of chloramphenicol solution. More dilute
solutions were freshly prepared as required via
dilutions with distilled water, and the recommended
procedure was applied for their analysis.

Recommended Procedures
i- Under conditions established via univariate
method

Into a series of 10mL-calibrated flasks
containing 2.5 mL of chromogenic reagent
(SNP) solution, different volumes of the
standard (200 pg/mL) solution containing (10-
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250) pg of chloramphenicol were transferred.
The formed mixtures were shaken for 3
minutes at 25 °C followed by the addition of
0.5 mL of 6%Na,CO; to each solution and the
flasks were kept aside for 10 minutes in dark.
Thereafter, the volumes of the mixtures were
made with distilled water to the mark. The
absorbance values were measured at 451.0 nm,
after mixing and homogenizing the solutions,
against the reagent blank.
ii- Under  conditions  established via

chemometric multivariate

aliquots of the standard solution 200
pg/mL  containing (5- 260) ug of
chloramphenicol were added to a set of 10 mL-
calibrated flasks that contain 2.04 mL of
chromogenic reagent (SNP) solution were
shaken for 3 minutes at 25 °C. Then 0.85 mL
of 6%Na,CO3; was added to each mixture and
the solutions were kept for two and half
minutes in dark. The total volume in each flask
was brought to the mark with distilled water
and mixed well before measuring the value of
absorbance at 451.0 nm against blank solution.

Results and discussion
Absorption spectra

Absorption spectrum for the reaction of
chloramphenicol with  SNP in  presence of
hydroxylamine under alkaline conditions was
recorded under the optimum conditions and showed
the maximum absorption at 451.0 nm for the red
color against the reagent blank Fig [2].
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Figure (2):Absorption spectra of (20.0 pg.mL™) chloramphenicol against reagent blank(A), and of
reagent blank against D.W. under the optimum conditions.

Optimization of reaction variables
I-Univariate method

Optimum conditions were established by
classical univariate one factor a time strategy
and following the absorbance of the colored
product.

04

Figures 3, 4 and Table 1 show the results
obtained for the study of the effects of volume
of chromogenic reagent, volume of Na,CO3
solution, reaction time and different diluting
solvents on the measured signal .

Absorbance
[l
[

0.1 7

0.0 T T

10 15 2.0

25 3.0 35 4.0

Volume of SNP solution (mL)
Figure (3): Effect of volume of chromogenic reagent on the color development in the determination of
(20.0 pg.mL™)chloramphenicol.
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Figure (4): Effect of vol. of 6% Na,COssolution on the color development in the determination of
(20.0 pg.mL)chloramphenicol.

Table (1): Effects of reaction time and different diluting solvents on the color development of (20.0
pg.mL*)chloramphenicol.

Time (min.) Absorbance Solvents Absorbance
0 0.122 Distilled Water 0.437
5 0.325 Methanol 0.525
10 0.367 Ethanol Turbid
15 0.367 Acetone Turbid
20 0.276 Acetonitrile 0.364

11- Design of experiment method

A chemometric multivariate optimization
approach was used to obtain the optimum
values of three of variables having the greatest
importance on the reaction yield (viz. the
volume of SNP solution, the volume of 6%
Na,CO; solution and the reaction time).The
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conditions of these variables were optimized via
face centered central composite design while
other experimental parameters were maintained
unchanged at their optimum values that obtained
by following the univariate approach. Table [2]
shows the uncoded values of each of the studied
variable.
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Table [2]: The CCD for three independent variables (uncoded) together with their corresponding values of
absorbance for (20 ug.mL™) CAP.

Exp.

Vol. of SNP sol. Vol. of 6% Na,COj sol. . . .

\o. (mL) (mL) Reaction time (min) Abs.
1 25 0.6 10 0.424
2 4.0 1.0 20 0.400
3 1.0 1.0 0.0 0.432
4 1.0 0.6 10 0.364
5 2.5 0.6 10 0.412
6 1.0 0.2 20 0.346
7 25 1.0 10 0.395
8 25 0.6 10 0.417
9 25 0.6 10 0.426
10 25 0.6 10 0.431
11 25 0.2 10 0.423
12 25 0.6 20 0.339
13 4.0 0.2 20 0.150
14 4.0 0.2 0.0 0.000
15 25 0.6 0.0 0.423
16 1.0 0.2 0.0 0.491
17 1.0 1.0 20 0.167
18 4.0 1.0 0.0 0.370
19 4.0 0.6 10 0.368
20 25 0.6 10 0.432

Statistical 12 software (Stat. Soft. Inc., release 2013) was used to estimate the values of coefficients the for
the response surface equation. the results are expressed in Table [3].

Table [3]: ANOVA table for the second order polynomial linear-quadratic model.

Variable Regre_sgion Standard_ error of tvalue p
coefficient coefficient
Constant 0.56849 0.01280 0.39722 0.45424
SNP vol. -0.05095 0.01177 -0.07743 -0.02497
(SNP vol.)? -0.027929 0.02245 -0.11283 -0.01281
Na,CO; vol. -0.13474 0.01177 0.00917 0.06163
(Na,CO4 voI.)2 -0.12386 0.02245 -0.06983 0.03019
Reaction time -0.00137 0.01177 -0.05763 -0.00517
(Reaction time)? -0.00048 0.02245 -0.09783 0.00219
SNP vol.x Na,COj3 vol. 0.17875 0.01316 0.07793 0.13657
SNP vol.xReaction time 0.00492 0.01316 0.04443 0.10307
Na,CO; vol.xReaction time -0.00750 0.01316 -0.05932 -0.00068
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Optimum values for the studied variables
were 2.04 mL for the volume of (SNP)
solution,0.85 mL for the volume of 6%Na,CO3
solution and 2.33 minutes for the reaction time.
Figure [5] shows the plots of response surface for
couples of variables while maintaining the third

variable constant.

Fitted Surface; Variable: Absorbance
3 factors, 1 Blocks, 20 Runs

320RN0SOY

Figure [5]: The plotsabsorbance response surface for chloramphenicol- SNPcomplex against of any pair of
variables (keeping third variable constant at its optimum value).

The proposed mechanism for the reaction between CAP and SNP isgiven in scheme (1).
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Ikali -
[Fe(CN)sNOJ*® + NH,0H _ %' _  [Fe(CN)sH,O]®
SNP Aquaferrocyanide
Fe(CN);
OH . «l OH .
N\rH\CI 3 N\H\Cl
-0 0 + [Fe(CN)sH, 01" —— - (o)
‘1;1+ OH ‘1;1* OH
0] 0]
Chloramphenicol Colored Complex

Scheme [1]: The suggested reaction mechanism for charge-transfer reaction between CAP and sodium
nitroprusside.

Calibration curves and analytical data
Table [4]:Spectral and statistical data for spectrophotometric determination CAP under conditions
obtained via univariate and DOE methods.

Parameter Univariate condition multivariate condition

Amax (nm) 451.0
Color Red
Linearity range (ug.mL™?) 1.0-25.0 0.5-26.0
Regression equation y = 0.0252[CAP pg/ml] —0.0066 y =0.0277[CAPug/mI]+0.0699
Slope (mL.ug™) 0.0252 0.0277
Correlation coefficient (r) 0.9995 0.9991
Molar absorptivity

8.142 x 10° 8.949 x 10°
(Lmol™.cm™)
Sandell's sensitivity (ug.cm™) 3.968 x 107 3.610x 10*
Detection limit (ug.mL™) 0.350 0.210
Quantification limit (ug.mL™?) 1.166 07
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Figure [6]: Calibration curve for the determination of CAP under optimal conditions
obtained by univariate optimization.
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Figure [7]: Calibration curve for the determination of chloramphenicol under optimum
condition obtained by DOE.

Accuracy and precision

The accuracy and the precision of the proposed method were established by analyzing five replicates for three
concentration levels of the pure drug. The values of relative error and coefficient of variation (C.VV %) were determined,
Table [5].

Table [5]: The accuracy and precision of the method.
Conc. of Chloramphenicol

(Mg.mL?Y) Relative Error C.v*

Taken Found* % %
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4.000 3.99 -0.250 0.355

For univariate 12.000 12,07 0.583 0.117
24.000 23915 -0.354 0.059

4.000 4.021 0525 0.334

For DOE 12.000 12.056 0.466 0.111
24.000 24.107 0.445 0.055

*Average of five determinations.

2-3-5 Interference study

lactose, and starch) were examined by

To assess the analytical potential of the carrying out the determination of 20.0
suggested procedure, the effect of the pg.mL™ of chloramphenicol in the presence
presence of the commonly used excipients of above compounds. The results presented
(viz; sucrose, glucose, in Table [6] indicate no interferences were

found from any of the excipients studied in
determination of chloramphenicol.

Table [6]: The effect of the presence of the excipients(1000 pg.mL™)on the analysis of 20.0 pg.mL™ of
chloramphenicol.

Chloramphenicol Conc. Taken (20.0 pg.mL™)
Excipients Concentration Conc. Found* ug.mL™)¢ Recovery*%
Sucrose 20.11 100.55
Glucose 19.97 99.85
Lactose 19.71 98.55
Starch 1000 19.88 99.4

*Average of three determinations.

2-3-6 Application on pharmaceutical Sample
The developed method was successfully used for assaying chloramphenicol in pharmaceutical samples. The results showed in Table [7]
were satisfactory.

Table [7]: Application of the proposed method under conditions obtained via univariate optimization for chloramphenicol determination in
pharmaceutical samples.
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* ; C.v*
Sample Conc. takfn (Mg.mL| Conc. foulnd (ng.mL Recovery %
) ) %
Phenicol (eye drop) 20.00 19.77 98.85 0.072
Chloroper (eye drop) 20.00 19.26 96.33 0.073
Chloramphenicol Capsule 20.00 20.04 100.2 0.070

*Average of three determinations.
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